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Particle Physics …

❖ The question: What are the fundamental constituents and fabric of the 
universe and how do they interact?



Many open questions

What are the laws of physics operating in the 
early Universe? 

What are the fundamental particles and fields? 

What is the nature of space-time? 

What is the nature of dark matter and dark 
energy? 

Why is there more matter than antimatter? 



Einstein’s dream: unify all forces

Parker 2013



Elementary particles … in theory

A simple and elegant theory: 

the Standard model of Elementary Particles

19+7 free parameters (masses and couplings)



Compare with experiments in a 
nutshell

Switch on your experiments and start to count.

For each possible set of decay products, plot the 
fraction of collisions in which those decay products 
are produced against the total energy of the particles 
coming into the collision.

CERN / LEP COLLABORATION



… and compare with your predictions

Quantity Measured (GeV) SM prediction (GeV)

Mass of W boson 80.387 ± 0.019 80.390 ± 0.018

Mass of Z boson 91.1876 ± 0.0021 91.1874 ± 0.0021

… a race for precision!
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… and compare with your predictions

… a race for precision!

Only a fine-grained control of all 
the contributions included in the 

Standard Model can show 
verification or tension in our 

predictions!

ATLAS Collaboration/CERN



different frameworks

Can be studied in perturbative

Quantum Field Theory

The quantum observables are formal 
power series in the coupling 
constant which measures the strength 
of the interaction.

There are however known non-perturbative effects which 
are not captured in perturbation theory.

Fritzsch 2022



What about (super)computers?

fromTamiko Thiel's website: http://tamikothiel.com/cm/

… a long lasting relation



What about (super)computers?

The equations of SM can 
be put on a computer. 

The theory must be 
described in a discrete 
space-time, a lattice is 

introduced.

The original theory 
can be recovered in 

the limit for the 
lattice spacing going 

to zero

Typically the equations 
are solved using 

massively parallel 
supercomputers with 

many thousands of 
nodes to solve the 

equations. 

Measurements of 
phenomenological 

quantities are conducted 
by evaluating observables 

across extensive sets of 
statistically relevant 

snapshots.

daVinci 1503



bubbles in the vacuum 

http://www.physics.adelaide.edu.au/cssm/lattice/



A multiscale problem

Where N and a are

problem dependent



the cost in one task: invert the Dirac 
operator

N ~ 1010 elements

In mathematics and quantum mechanics, a Dirac operator is 
a differential operator that is a formal square root, or half-

iterate, of a second-order operator such as a Laplacian.

It describes all spin-1/2 massive particles, called "Dirac 
particles", such as electrons and quarks

https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Quantum_mechanics
https://en.wikipedia.org/wiki/Differential_operator
https://en.wikipedia.org/wiki/Half-iterate
https://en.wikipedia.org/wiki/Half-iterate
https://en.wikipedia.org/wiki/Laplacian
https://en.wikipedia.org/wiki/Spin-%C2%BD
https://en.wikipedia.org/wiki/Massive_particle
https://en.wikipedia.org/wiki/Electron
https://en.wikipedia.org/wiki/Quark


“Numerical simulations have the reputation of being an approximate method that mainly serves to 
obtain qualitative information on the behaviour of complex systems. 

This is, however, not so in Lattice QCD, where the simulations produce results that are exact (on the 
given lattice) up to statistical errors. The systematic uncertainties related to a non-zero lattice 
spacing and finite volume, still need to be investigated, but these effects are theoretically well 
understood, and can usually be brought under control.” 

Martin Lüscher,

“Lattice QCD -- From Quark Confinement to Asymptotic freedom” 
Plenary presentation at International Conference on Theoretical Physics , Paris UNESCO, July 2002 

http://luscher.web.cern.ch/luscher/lectures/Paris02.pdf



Lattice QCD today
○ Competitive Lattice simulations take place in the framework of 

collaborations 

○ Between 3 and 10 research groups 

○ USA, Europe, Japan

○ Among the most successful HPC consumers all over the 
world

○ Coordinated to have access to substantial amounts of CPU time 
and human resources to cope with: 

○ Code development

○ Implementation of simulations

○ Data Analysis

○ Enormous ingenuity is needed to progress on the algorithms  
encompassing the physics of the problem

○ Remains a task for individuals and small teams

● USQCD (USA) : https://www.usqcd.org/ 

● RBC-UKQCD (USA, UK, Japan): http://rbc.phys.columbia.edu/ 

● MILC (USA + Europe): http://www.physics.utah.edu/~detar/milc/

● HPQCD (USA + Europe): http://www.physics.gla.ac.uk/HPQCD/

● ALPHA (EU): https://wwwzeuthen.desy.de/alpha/ 

● BMW (EU): http://www.bmw.uniwuppertal.de/

● CP-PACS, JLQCD (Japan - Tsukuba) 

● openQCD (EU+USA+Taiwan): https://openlat1.gitlab.io/

http://www.physics.utah.edu/~detar/milc/
http://www.physics.gla.ac.uk/HPQCD/
http://www.bmw.uniwuppertal.de/


efficiency has always been the key

Scalar Tuning

Vectorization
SIMD

Threading
MIMD

Data Motion 
Memory &

Cache usage 
Communication 

&
coordination

The good programmer will saturate one of 
the bounds (Cache Memory or Network) ... 
and then be unable to do any better

Lattice researchers have always been at the forefront of 
HPC activities designing innovative algorithms, 
stretching hardware and numerical capabilities and 
even designing new hardware when other solutions 
were not attainable.



Performances of various codes

QUDA

openQCD

GRID



hardware for QCD  



in the exascale era

Ukawa Lattice 23



…machines would not suffice

Domain Decomposition in Hybrid MC was implemented in (2004-2006)

Deflated DD implemented on Hybrid MC in 2007

The Berlin Wall (2001)

Ukawa (2001)

Luscher (2004)



a challenging numerical task

The physical masses of the up and down quarks are much smaller than the typical low-energy 
hadronic, generic methods will be not efficient.

A deflation approach takes advantage of approximate local coherence of 
the low modes, that allows highly effective deflation subspaces generation. 

The numerical effort required for the preparation of the subspace and 
deflation of the Dirac operator is then only of order of the volume

A multigrid method is an algorithm for solving differential 
equations using a hierarchy of discretizations. It is belongs to a 
class of techniques called multiresolution methods, efficient in 

tackling problems exhibiting multiple scales of behavior.

Luscher 2005

Clarke 2012

https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Differential_equation
https://en.wikipedia.org/wiki/Differential_equation
https://en.wikipedia.org/wiki/Hierarchy
https://en.wikipedia.org/wiki/Discretization
https://en.wikipedia.org/wiki/Multiresolution_analysis
https://en.wikipedia.org/wiki/Multiscale_modeling


FLAG = Flavour Lattice Averaging 
Group

• The scope of FLAG is to review the current status of lattice results for a variety of physical quantities that 
are important for flavour physics.

• Issued every 3 years

• Composed of experts in Lattice Field Theory, Chiral Perturbation Theory and Standard Model 
phenomenology. 

• Aim: providing an answer to the frequently posed question “What is currently the best Lattice QCD 
value for a particular quantity?” 

• In a way that is readily accessible to those who are not expert in lattice methods. Generally not an 
easy question to answer.

• Last revision 2021, update few months ago, Feb. 2023 (previous in 2019, 2016, 2013, 2010) 

• https://arxiv.org/pdf/2111.09849.pdf



the final message

❖ Lattice QCD is a vibrant, modern, and active field of research

❖ Challenging problems ahead, which might require changing the working 
assumptions in HEP completely 

❖ Working in Lattice QCD requires a combined understanding of Physics, parallel 
Supercomputers, modern mathematics,…

❖ Ideal for education of students


	Slide 1: HPC for Elementary Particle Physics
	Slide 2: Particle Physics …
	Slide 3: Many open questions
	Slide 4: Einstein’s dream: unify all forces
	Slide 5: Elementary particles … in theory
	Slide 6: Compare with experiments in a nutshell
	Slide 7: … and compare with your predictions
	Slide 8: … and compare with your predictions
	Slide 9: different frameworks
	Slide 10: What about (super)computers?
	Slide 11: What about (super)computers?
	Slide 12: bubbles in the vacuum 
	Slide 13: A multiscale problem
	Slide 14: the cost in one task: invert the Dirac operator
	Slide 15
	Slide 16: Lattice QCD today
	Slide 17: efficiency has always been the key
	Slide 18: Performances of various codes
	Slide 19: hardware for QCD  
	Slide 20: in the exascale era
	Slide 21: …machines would not suffice
	Slide 22: a challenging numerical task
	Slide 23: FLAG = Flavour Lattice Averaging Group
	Slide 24: the final message

