Quantum Computing Guide

for General Audiences to Technical Users in Denmark

Published by DeiC’s Quantum Department

Last Updated October, 2025

pel

DANISH ©INFRASTRUCTURE CONSORTIUM

Danish e-infrastructure Consortium, Produktionstorvet. Building 426,
2800 Lyngby, Denmark.

Written by Muyang Liu' and Greyson Potter?

muyang.liu@Rdeic.dk!
greyson.potter@deic.dk?



Preface

DeiC and the Danish National Quantum Strategy

As part of the implementation of the Danish National Quantum Strategy initiated in 2023 [1], DeiC
has been allocated yearly funding to support various quantum initiatives. In particular, the Q-Access
team as the author behind this manual, focuses on providing access to quantum computers and various
test and technology platforms for quantum computing.
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Useful for both non-technical audiences and quantum specialists

This overview is published by the Q-Access team - DeiC to provide a clear and smooth demonstration
of the accessible quantum resource to all users in Denmark. In particular, it is designed to be useful
to both non-technical audiences (policymakers, journalists, and industry leaders) and professional
quantum users. It begins with a clear introduction to quantum computing principles, followed by
descriptions of different quantum devices, real-world applications, and access methods.
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Figure 1: Quantum computing resources accessible to users in Denmark.

The mind map in Figure 1 illustrates the range of quantum computing resources currently accessi-
ble to Danish users under the support of DeiC. Researchers can apply for access to both sandbox
environments and specific quantum hardware opportunities as well as consult our quantum experts.



Additionally, many quantum platforms are integrated to high-performance computing (HPC) facili-
ties, enabling hybrid quantum—classical workflows for advanced tasks.

The aim of this section is to guide the reader on how to select suitable sections to read, thus allow
each type of reader to focus on the most relevant parts.

* General audiences (policy makers, journalists, industry newcomers): Focus on the introduc-
tory explanations and general applications.

* Researchers and technical users: Refer to the technical subsections including quantum algo-
rithms and in-depth details.

* Decision makers (funding, infrastructure): See the comparative charts and access models that
highlight advantages and limitations.

You do not need to read the report linearly; instead, you may navigate directly to sections of interest
(key references are provided):

* Start with Section 1 for a historical background and conceptual introduction based on:
John Preskill: Quantum computing 40 years later
IBM: What is quantum computing?
* Jump to Section 2 for introduction to quantum algorithms and their application regime.
Quantum Algorithm Zoo
* Jump to Section 3-S5 if you are mainly interested in practical access.
DeiC Q-Access: Access to Quantum Computers
VLQ: the quantum computer of the LUMI-Q consortium
UCloud User Guide
Google Quantum Al: Choosing hardware for your gsim simulation

* Jump to Section 6-7 if you are mainly interested in benchmarks, modalities and pricing models
of different quantum computers.

Deep Lall et al: A Review and Collection of Metrics and Benchmarks for Quantum Com-
puters: definitions, methodologies and software
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https://arxiv.org/pdf/2106.10522
https://www.ibm.com/think/topics/quantum-computing
https://quantumalgorithmzoo.org/?#ONML
https://www.deic.dk/da/q-access
https://www.it4i.cz/en/infrastructure/vlq-quantum-computer
https://docs.cloud.sdu.dk/index.html
https://quantumai.google/qsim/choose_hw
https://arxiv.org/pdf/2502.06717
https://arxiv.org/pdf/2502.06717

* See Section 8 for a description of the EuroQHPC quantum-classical integration project.

The European High Performance Computing Joint Undertaking: Quantum Computers

* See Section 9 for an extended description of the quantum interface with Al.

Jacob Biamonte et al: Quantum Machine Learning

Maria Schuld & Francesco Petruccione: Machine Learning with Quantum Computers

LUMI: From binary computing to quantum Al

* See Appendix for additional useful services and initiatives from DeiC Quantum.
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1. Motivation: Why Quantum Computing

Quantum mechanics provides the foundational laws of our universe. It governs phenomena across a
wide range of regimes.
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Figure 2: Quote from Bohr, who made foundational contributions to understand atomic structure and
quantum theory

So far, we have achieved tremendous milestones of applications, for example (and numerous more
subjects!):

* Molecular properties that influence biological cell functions;
* Dynamical atoms that determine the physical properties of materials;

* Electron interactions in semiconductors that enable modern chip manufacturing.

From classical computer to new quantum device

Classical computers Limitation
use quantum effects to construct semiconductors cannot exploit quantum principle in algorithm

e

L Quantum computers }

encode and process information directly with quantum principles

Goal: surpass classical HPC by harnessing superposition, entanglement, and interference.

Although the constructions of all classical computers are built on top of quantum-affected systems,
the algorithms we design for classical computers do not change when quantum effects are used. In
fact, they fail to take full advantage of the quantum-based principles during operation. This limitation
has motivated researchers to propose an entirely new type of device, the quantum computer, with a



completely novel way of encoding and processing information. Eventually, users can take advantage
of quantum mechanics better or even fully to meet the computation demands that even the most high-
performance computers cannot meet.

1.1. The theoretical foundation of quantum computing

Quantum computing is simultaneously traditional and novel! The rapid development of its foundation
has profound historical roots back decades, yet its practical realization on physics devices remains
remarkably recent.

The interplay between quantum mechanics and computer science has boosted significantly since the
1970s, both in academia and industry. Theoretical work on reversible computation and the thermo-
dynamics of information processing by Bennett, Landauer, and Benioff [2-5] laid the key foundation
for quantum device technology. Eventually in the 1980, two pioneering scientists, Feynman and
Manin [6, 7] independently proposed a fundamentally new kind of device, the quantum computer -
capable of exploiting uniquely quantum phenomena to perform computations in ways unreachable by
classical machines.

“Nature isn’t
classical, dammit,
and if you want to =
make a simulation
- " of nature, you

~ better make it
- quantum
- mechanical.”

| - Richard Feynman

v ~
- \m

#worldchangingquantum @ NATERLOO | |QC£{E
Figure 3: Quote from Richard Feynman (Source: U. of Waterloo)

The proposal was also aligned with the exponentially high computational demands to simulate com-
plicated physical systems. Some might take a classical computer thousands of years to solve might be
solved in a matter of minutes or hours by a quantum computer. However, realizing Feynman’s vision
is one of the great challenges of 21st century science and technology [8].

1.2. Current status of quantum devices construction

It was only in recent years that experimentalists successfully constructed small-to-medium-scale
quantum computers. In 2019, Google Al and NASA announced that they had achieved quantum



supremacy, marking the first realistic demonstration of a specific computation that classical comput-
ers are fundamentally unable to perform.

Today, the number of qubits has grown enormously, quantum computers with hundreds of qubits
have now been implemented on various platforms [9-12], including superconductor, trapped ions,
neutral atoms, quantum annealing, and photonics. In addition, researchers have achieved significant
improvements in hardware and qubit control, as well as reducing error rates in quantum computers [9,
13, 14]. A complete overview of the development timeline for quantum computing is presented in
Figure 4, highlighting the major milestones in the field.

A Timeline of Quantum Computing

1900s to 1950s The Beginni Quantum Mechanics

1980s The Theory of Quantum Computing.

Algorithms and Theoretical Breakthroughs 1990s

il )

3
5

Late 1990s and Early 2000s Towards Realization

Quantum Processors Go Mainstream 2010

Figure 4: Quantum Computing: A Timeline (Source: BTQ company)

1.3. Classical computing versus quantum computing

Major scope of this review

* From this point onward, the content will focus on gate-based quantum computing setups,
unless when explicitly referred to a specific non-gate-based platform.

* Non-gate-based models (e.g., quantum annealing or photonic sampling) are less developed
than the gate-based models, and they employ different computational logistics and perfor-
mance metrics than those introduced in the following content.

* Readers are therefore encouraged to make use of the quantum consulting services pro-
vided by DeiC or to contact hardware providers directly in order to obtain the most up-to-
date performance evaluations and tailored guidance for their applications.

From antiquated punch-card adders in Figure [5] to modern supercomputers in Figure [6], classical
computers essentially function in the same way. These machines generally perform calculations
sequentially, using binary bits of information, each represents either a 0 or 1 [15].



Figure 6: LUMI is a EuroHPC JU’s flag-
ship supercomputer and the

Figure 5: Hollerith’s punch card count- Oth fastest globally (Top500
ing machine in 1887 list published in June 2025).

How quantum computer works

Quantum computers can execute new algorithms that are deliberately designed using the principles of
quantum physics. These algorithms consist of:

Classical Bit quantum bit
Binary m A

©

* Computational
units: Qubits

e Operation units:
Quantum gates

Figure 7: Qubit vs classical bit. Source: Volkswagen Ak-
tiengesellschaft 2019

After all, we use the quantum circuit as a diagrammatic format of how a quantum algorithm is exe-
cuted through the sequence of quantum operations (quantum gates).

Multi-qubit quantum circuit

Hadamard Entanglement Measurement
(superposition) gate (CNOT) gate (output) gate

qunit . n n
qu'jlt ? n n n
Qubit’'s value in the Pauli-xX Phase
initialization gate (switching) gate (rotating) gate

Figure 8: Components of a quantum circuit. Source: Leah Zitter.



In practice, quantum hardware providers support their own sets of physically realizable gates.
This means that when a quantum algorithm is compiled for execution, multi-qubit operations
(such as general two- and three-qubit interactions) are decomposed into a series of specific one-
qubit and two-qubit gates that are feasible on the given hardware platform. This decomposition

is a critical step towards executable operations on real quantum processors.
N\ J

Why quantum computers outperform classical devices?

Quantum computers outperform classical devices due to utilizing unique quantum phenomena, which
completely lack classical equivalence. The two most known are:

Superposition to enhance information storage: A qubit itself is not very useful, but groups of qubits
can store the quantum information in a state of superposition, which can create exponentially complex
computational spaces for highly computationally demanding tasks.

Qubits Memory Capacity | Comparison to Supercomputer
30 1.00 GB < Supercomputer
40 1.00 TB < Supercomputer
50 1.00 PB < Supercomputer
60 1.00 EB > Supercomputer
HPC Memory Capacity NA
El Capitan 5PB NA

Table 1: Memory required to store a full quantum state of n qubits (assuming 1 amplitude entry =
1 byte). 1 TB = 1,024 GB; 1 PB = 1,024 TB; 1 EB = 1,024 PB. In comparison, the most
powerful supercomputer El Capitan has ~5 PB of memory [23].

Entanglement to correlate the system: entangled systems are so intrinsically linked, such that when
quantum processors measure a single entangled qubit, they can immediately determine (partial) in-

formation about other qubits.

Visualizing quantum entanglement [24]

Measuring a Pair of Entangled Photons

iflis then 2 must
0 / red be blue

iflis then 2 must

° \ blue be red

Figure 9: Entanglement governs how color of one partner relate to measurements of another.




Let us consider two particles of light, which scientists call photons. Now two photons are entangled,
such that each photon has a chance of being either blue or red, but, once measured, they are always
different colors. If the first photon is observed blue, we would immediately know that the second
photon is red without eye perceiving. And vice versa.

Benefits of entangled system

1. Quantum parallelism, making it possible to perform computations on all correlated states si-
multaneously. Provides Quantum Advantage in Algorithms

2. Execution of quantum algorithms (e.g., Shor’s factoring, Grover’s search, quantum Fourier
transform), as they require entanglement to create and manipulate highly non-classical correla-
tions, which lead to exponential or quadratic speed-ups over classical algorithms.

Schrodinger-Feynman Algorithm
Memory requirement

1GB 1TB 1PB 1EB
30 \

25

= N
v o

Number of cycles, m

=
o

20 30 40 50 60 70
Number of qubits, n

Figure 10: Estimate of the equivalent classical computation time for quantum supremacy circuits of
the Schrodinger-Feynman algorithm. The star shows the estimated computation time for
the largest experimental circuits. Source: Google Al Quantum, 2019

Classical computers are expected to remain the best solution for general everyday tasks. However,

when encountering certain highly complex problems, classical devices become expensive and
time-consuming to process, even with no solutions on any practical scale.

1.4. Two quantum computing developing stages: NISQ vs. FTQC

NISQ (Noisy Intermediate-Scale Quantum) and FTQC (Fault-Tolerant Quantum Computing) refer
two distinct phases in the development of quantum computing.



NISQ devices represent the current frontier of quantum computing technology. They are charac-

terized by noisy qubits and the absence of full error correction. Typically the devices operate at a
scale of tens to a few hundred qubits, making them suitable for specific tasks but not for executing

large-scale algorithms such as HHL.

d - Fault-tolerant quantum computation

Algorithms on multiple logical qubits

Operations on single logical qubit

Anxa|dwo) Suiseasdu|

Loglcal memory with longer lifetime than physical qubits

QND measurements (and control) for error corrections
Algorlthms on multiple physical qubits

Operations on single physical qubits
Time

Figure 11: Different stages of quantum computing development [16].

While today’s quantum devices already reach qubit counts in the hundreds to satisfy the need

for certain real-world applications, error rates remain too high to make the results of enough
computation useful. Future Fault-Tolerant Quantum Computers (FTQC) will enable robust error
correction to realize reliable performance of complex algorithms at large scale.

1.5. Lowering the energy footprint : Another benefit

High demanding classical data centers and supercomputers draw substantial power. For example, the
Frontier supercomputer, hosted at the DoE Oak Ridge Laboratory in the U.S., uses 504 MWh on
average daily, summing up the energy consumed by around 17 thousand average homes in the U.S.
daily. However, today’s quantum processors typically operate at orders of magnitude lower electricity
use, which is far below flagship HPC systems. This gap suggests a potential energy advantage. !

System Power(kW) Cooling consumption
Frontier supercomputer 21,000 33% — 40%
Superconducting 25-140 64%
Trapped lons 2 15%

Neutral atom 7-20 ~ 50%
Photons 4 75%

Table 2: Illustrative electricity use. Source: Olivier Ezratty CC, 2023.

'Summarized from Pasqal, Quantum Computing to Greener Calculations (Oct. 5, 2023).



A concrete quantitative comparison is provided by Quantinuum [17], who estimate the relative energy
cost of evaluating the Jones polynomial using two paradigms. In this demonstration, a classical tensor-
network algorithm (MPO-PROTJ) is assumed to run on the most energy efficient supercomputer: Jiilich
JEDI [18] with a peak efficiency of 2.6 x 10'7 FLOPS/kWh. The quantum circuit implementation
(CFEV) is implemented on the Quantinuum H?2 trapped-ion system [19]. Under these conditions, the
quantum algorithm achieves a substantial reduction in total energy consumed per problem instance,
since it requires exponentially fewer computational steps for equivalent accuracy at large scales.

—— mpo-proj on JEDI (2.6 -10'7 FLOPS/kWh) —-- cfev (30ms/layer at 75kW)
Strands
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Figure 12: Comparison of estimated energy consumption of Quantinuum’s H2 quantum computer and
the most efficient classical computing cluster as of November 2024: the JEDI system at
the J "ulich Supercomputer Center. It is expected that cfev used by Quantinuum becomes
more energy efficient than mpo-proj at large scales (¢ > 2400).

This example concretely illustrates how quantum computing can lead to energy savings on specific
tasks, even before large-scale fault-tolerant operation is achieved.

The long-term quantum technologies energy usage is unknown due to the considerable energy cost of
scaling quantum computing power and error correction consumptions.

The figure below, provided by Alexia Auffeves and Olivier Ezratty, 2022, shows a general comparison
of energy consumption anticipations in terms of the size of a classical intractable problem. There, we
can see that even with the introduction of error corrections, we will still have an interesting energy
advantage for quantum computers.
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Image by Alexia Aufféves and Olivier Ezratty, CC 2022.

There remain open questions about whether the potential energy advantage of quantum computing
will persist across all algorithms and applications. Supercomputers remain indispensable for advanc-
ing science, enabling high-precision simulations and solutions to global challenges such as climate
change. Yet, to truly combat climate change, providers of both classical and quantum computing must
continue reducing their energy footprint, while society as a whole strives toward the broader goals of
sustainable development.



2. Introduction to quantum algorithms and applications

In 1994, mathematician Peter Shor published one of the first practical real-world applications for
quantum computing [20]. It demonstrated the potential of quantum systems to solve problems not
just for cybersecurity, but also for many other fields.

However, Shor’s algorithm can be difficult to comprehend for a general audience without a back-
ground in quantum computing. Therefore, we begin this section with a simple illustrative example
that avoids complicated mathematical formulas, while still demonstrating how quantum computers
can address practical problems. This toy model is adapted from QuEra’s quantum use case material.

2.1. A Toy Model - Store Selection in Manhattan Market

The problem concerns a market decision maker seeking to enter a new region by opening multiple
coffee shops in Manhattan. As a first step, several viable shop locations are identified, represented
as blue dots in the left of Fig. 13. However, not all locations can be chosen: some are too close to
one another and would overlap in customer coverage. This introduces an independent set constraint
in graph theory, such that optimal solutions cannot place two coffee shops within a given distance.

In graph theory, the basic elements are nodes (also called vertices) and edges. In this coffee shop
selection problem, each node corresponds to a candidate shop location, and each edge represents a
“too-close” relationship, indicating that the two connected locations cannot both host a shop. The
independent set constraint is therefore equivalent to select the largest possible set of nodes (shop
locations), such that no two nodes connected by an edge are chosen simultaneously.

Figure 2

An example set of store locations. A photograph of individual atoms An example maximum independent set
Each vertex is a potential location; each positioned in Aquila's atomic array encoding solution shown in red vertices.

edge is an independent set restriction that the store placement problem. In this

no adjacent locations can both have stores example, each atom corresponds to a

simultaneously. potential store location.

Figure 13: A quantum application to optimize store locations. Source: Jonathan Wurtz, QuEra.
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https://cdn.prod.website-files.com/643b94c382e84463a9e52264/648cda1450ffe36443b977a8_OptimizingStoreLocations.pdf

Encoding the data into quantum hardware and Solve the problem

In neutral atom hardware, e.g., the Rydberg atoms [21], each qubit is encoded in the electronic state of
a neutral atom. The graph problem can be directly mapped to the arrays of the atoms in an analogous
way, as shown in the middle of Fig. 13. Laser pulses excite the atoms, spreading entanglement across
the system. By tuning the laser amplitude and phase over time, the final state encodes the solution,
which is read out through the measured presence or absence of atoms in the array.

El) Select candidate locations (Manhattan sites)}—»{Z) Build graph: nodes = locations, edges = too-close pairs}

e

[3) Map to neutral-atom hardware and set parameters]—{é&) Program and run: adiabatic ramp, shots]

[5) Decode results and select best feasible solution}

Figure 14: Procedure for optimize shop location selections: candidate locations and graph construc-
tion at the top; embedding, execution, and decoding at the bottom.

The optimized store placement is shown on the right of Fig. 15. In addition, a comparison of classical
vs. quantum performance is shown in Fig. 13, where the quantum algorithm outperforms a simple
greedy classical heuristic. Meanwhile, it should be noted that more sophisticated classical algorithms
exist and currently exceed the performance of the quantum optimizer.

0.4

0.3
0.2
. L
9 10 1 12 13 14

Independent set size

Probability density

Figure 15: Performance of Aquila solving the MIS problem (purple), in comparison to a simple
greedy heuristic classical optimizer (black). The quantum (classical) algorithm has an
18.8% (2.7%) chance of finding the MIS.

Atoms in this type of hardware configuration can be arranged in arbitrary configurations in a 2d

plane, so local interactions are naturally encoded. Therefore, the same approach extends beyond
this retail example to other domains, such as logistics optimization, or even to modeling molecular
structures for drug discovery.
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2.2. Quantum computing use cases

Today, quantum technology is shifting from research-driven exploration to industry-driven applica-
tions across sectors such as chemicals, life sciences, logistics, automotive, financial services, and
cybersecurity. Increasingly, stakeholders are investigating how quantum computers could address

critical challenges and unlock novel solutions within their respective domains.

Molecular Quantum Quantum
simulation optimization Monte Carlo Machine learning HHL Decryption 1

o

Calculating a drug’s

Optimizing the

Predicting the spread

Improving image

Modelling forces for

Protecting patient

Life sciences binding affinity location of clinical of disease in classification in protein -folding data privacy
trial sites epidemics diagnostics simulations
Simulating the Optimizing the Simulating meso - Predicting the Solving fluid Protecting data
Chemicals reaction pathway in production process of scale reactor properties of new dynamics in reaction related to IP and
synthesis chemicals processes chemicals vessels trade secrets
Designing new Optimizing power Forecasting energy Predicting energy Solving DC power Protecting access to
Energy materials for carbon dispatching in an prices in the market production from flow calculations in data on grid
capture electric grid weather patterns electrical grids infrastructure
Designing new Optimizing antenna Stress - testing Improving customer Solving EM-field Protecting the data
Telecom semiconductor placement network resilience segmentation calculations in exchanged over a
materials antenna design network
Advanced Designing new Optimizing the step Improving the Improving fault Solving Protecting
manufacturing batteries for electric sequence in car resilience of the detection in chip aerodynamics communication
industries vehicles production supply chain manufacturing simulations connections
Optimizing the route Stress - testing Predicting Improving inventory Protecting
Logistics  N/A of a delivery service logistic schedules for maintenance needs management personalized
disruptions in a fleet customer data
i Optimizing the value Modelling credit value Improving the Estimating risk for Protecting customer
Finance N/A of an asset portfolio at risk in capital detection of fraud in the future value of an transaction data

allocation

transactions

asset

Figure 16: Overview of major quantum use cases, by industry sector and type of quantum algorithm.
Source: ALICE & BOB.

Ongoing Development of Danish quantum ecosystem

Meanwhile, numerous initiatives are currently igniting in the Danish quantum ecosystem. The Dan-
ish quantum community, in collaboration with the Danish Business Authority, has published a report
to include a collection of 16 emerging real-world use cases. This report illustrates the ongoing de-
velopment of Denmark’s quantum landscape and highlights how organizations in various sectors are
engaging with diverse quantum technologies, taking their first steps toward practical applications [22].

Figure 17: 16 Danish Quantum Use Cases: Praktisk indsigt i brug af kvanteteknologi i industrierne.
Source: Danish quantum community & Danish business authority.
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3. User groups - from academia to industry

To help users in Denmark quickly understand their access rights, we summarize in the following table
which services and grant opportunities are available for academic researchers and industry users. This
overview aims to guide stakeholders to the appropriate channels for applying funds and accessing
quantum computing resources and services.

Service and Resource Academia Industry

Microsoft Azure Quantum v -
Specific Quantum Hardware Access
PhD and Postdoc Scholarship
EuroHPC JU Call (Quantum)
Quantum Consulting Service
Access to LUMI Q

NN
R N I N

Table 3: Overview of services and grants for academia and industry. *Limited access refers to specific
business-support schemes (e.g., business postdoc grants).

4. Quantum resources available through DeiC

Denmark is actively engaged in several national and European initiatives to provide users with access
to cutting-edge quantum computing resources, as shown in Figure 18.

Additional Access

vLa(cz) ~ IBM (soon)
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Figure 18: Quantum Resources accessible to users in denmark

Further details on properties, pricing models, and other relevant information for each quantum com-
puter are provided in Section 7.



The following content in this section covers resources directly accessible through DeiC. Users

seeking additional access are encouraged to consult Section 5 (UCloud allocations for Danish
universities) and Section 8 (partnerships under the EuroHPC JU project).

4.1. Sandbox Access - Microsoft Azure Platform

DeiC provides access to the Microsoft Azure Quantum cloud service (via the European OCRE frame-
work) to Danish academia. See below for more information on eligibility.

Who is eligible to apply for quantum access? =

Danish universities can apply.
For universities, the following conditions apply:

Professors, associate professors, and assistant professors can apply for themselves and also on behalf of post

docs, PhDs and master’s thesis students.

To promote the use of quantum resources in all scientific fields, DeiC has pre-reserved 10% of the offered
resources for possible applications from the area of social sciences and humanities (SSH). If no qualified

applications are received, the resources will be transferred to the overall pool.

Figure 19: Eligibility for applicants

Through Microsoft Azure Quantum, users have access to a diverse portfolio of quantum simulators
and quantum computers from Quantinuum, IonQ and Rigetti. This access is intended for testing, so
users are encouraged to start with various free simulators before moving on to actual hardware tests.
Fill out a form here to request access to Microsoft Azure Quantum.

ﬁ Microsoft Azure

|

aova  Q  rigetti

QUANTINUUM

* Evaluation process — within a week

Figure 20: Q Access via Microsoft Azure
Remark Upon certain dates (currently 30/08/2025?), unused resources will be returned to the pool,

and a new usage period will begin. Users will be asked to fill out a short report on their usage, which
will be required for future allocations of resources.
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4.2. LUMI-Q Consortium - participated by DeiC

DeiC participates in the LUMI-Q consortium under EuroHPC JU project to enhance the European
quantum computing infrastructure [28]. The contract of acquisition was signed between the European
High Performance Computing Joint Undertaking (EuroHPC JU) and IQM Quantum Computers, the
company selected to supply the unique technology.

Europe takes a quantum leap: LUMI-Q consortium signs
contract to establish quantum computer in the Czech
Republic

26.9.2024

4.2.1. Properties of VLQ

VLQ is a EuroHPC quantum computer based on superconducting qubits, which is located in Ostrava,
Czechia. The star-shaped qubit arrangement provides a one-to-all-qubit connectivity, thus improving
the fidelity and coherence of quantum operations. The system will enable European end-users to
actively explore applications and algorithms tailored for the novel star qubit topology with pulse level
control, such as e.g. hardware-efficient quantum error correction (QEC) schemes or Quantum Fourier
Transform (QFT), showing exponential speed-ups compared to purely classical processing.

4.2.2. Access to the upcoming LUMI-Q VLQ quantum computer

DeiC participates in the LUMI-Q consortium under EuroHPC JU and will also provide access to the
upcoming LUMI-Q VLQ quantum computer for Danish users.

Meanwhile, DeiC will provide onboarding sessions and consulting to help Danish academia and
industry take full advantage of VLQ (in addition to what will be offered by IQM and IT4I). This
close HPC integration and pulse-level access will open new possibilities for applications and diver-
sify DeiC’s Q-Access offering.
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Feature Description

Modality Superconducting qubits (24 total) in a star-shaped topology.

Gate Fidelity >99%

Coherence 35 us (17 = 35 ps).

Hosting Site IT4Innovations, National Supercomputing Centre (IT4I) - Czechia

Hosting Supercomputer EuroHPC KAROLINA (12.9 PetaFlops)

Programming Qiskit, Cirg, CUDA Quantum, Qaptiva, Pennylane, IQM Pulse; TKET,
OpenQASM (in preparation)

Cooling Cryogenic (dilution refrigeration).

Supplier IQM.

Table 4: Summary highlights of the VLQ quantum computer at IT4Innovations.

4.3. Access to specific quantum hardware and simulators

For users with high-level research needs, DeiC offers access to specific quantum hardware as well
as the corresponding hardware-specific simulators. To participate, researchers must apply during
through Call for expression of interest in access to quantum computing resources.
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5. UCloud Allocation for users affiliated with Danish
universities

To obtain CPU and GPU resource for smooth quantum simulation and pre-quantum hardware design
for various innovation and research projects, users affiliated with Danish Universities can apply cor-
responding resource via UCloud, which already integrates CUDA-Q (NVIDIA’s GPU-based quantum
simulator). For example, through the insights gathered from quantum simulators one can build better
models or extract new understanding of the modelled materials as shown in Figure 21 [26].

Real material
Complex
microscopically

NEW UNDERSTANDING

MODEL l

44004040 Model of material

A\ e S (varying complexity, BETTER MODELS
4P difficult to calculate)

Fault tolerant
. H digital quantum simulator

Continuum from
analogue to digital

SOLVE 1

882 AR s
AAAA AR
AAAAAA A

PROGRAMMABLE QUANTUM SIMULATOR

Figure 21: Practical quantum advantage in quantum simulation to study physical properties of real
and promising materials.

5.1. Why Use UCloud for Quantum Simulation?

Using the CUDA-Q application interface on UCloud expand the coverage of researchers’ needs in
Denmark enormously, because it

1. Expands backend compatibility (see picture below)

QUANTINUUM

Computing Inc.

Figure 22: CUDA-Q supports submission to a set of hardware providers. Source: NVIDIA
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* Supports non-gate based quantum systems, including quantum annealing and boson sam-
pling, which are completely uncovered by Microsoft Azure.

 Contains additional gate-based quantum systems with different modalities.
2. Enables efficient large-scale simulation:

* GPU-based simulation significantly outperforms traditional CPU-based simulators. For
quantum circuits exceeding 20 qubits or involving moderate to deep circuit depths, the
later becomes impractically slow or entirely infeasible.

* While many quantum providers and aggregate platforms (e.g., Azure Quantum, AWS
Braket) offer free simulation, these typically utilize CPU backend, which constrain the
complexity of algorithms that researchers can realistically test.

3. Fits more research need:
* Many theoretical studies can be done entirely in simulation.

» Large scale quantum-classical hybrid algorithm design and tests need efficient simulation
as pretesting before operating on quantum computers.

* Conduct meaningful benchmarking and explore error analysis.

5.2. Judging computational resource need for quantum simulation

The following graph provides loose guidelines to choose suitable hardware (classical or quantum)
for quantum simulation (This section is adapted from the quantum simulation guide published by
Google [27]).

Number of qubits?
Yes 18-2

w

18 or fewer
Is this a noisy
simulation?

Number of qubits?

24 or fewer

Figure 23: Resource selection for quantum simulation

The increasing of the size and complexity of quantum simulation rapidly demands a large increase in
computational power, which depends on the following parameters:

* Noise; noisy simulations require more compute power than noiseless simulations.
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e Number of qubits.

* Circuit depth; the number of time steps required to perform the circuit.

GPU hardware starts to outperform CPU hardware significantly for circuits with more than 20 qubits.
The maximum number of qubits that one can simulate with a GPU is limited by the memory of the
GPU. For example, for a noiseless simulation on an NVIDIA A100 GPU with 40GB of memory, the
maximum allowed number of qubits is 32.

gsim runtime comparison (noiseless random circuit) gsim runtime comparison (noisy random circuit, phase damping p=0.01)

@ GPU: A100 CPU: C2-standard-60 @ GPU: A100 CPU: C2-standard-60

100 100

10

Seconds
Seconds

16 18 20 22 24 26 28 30 32 34 16 18 20 22 24 26 28 30

Qubits Qubits
(a) Noiseless Simulation (b) Noisy Simulation

Figure 24: Comparison of noiseless and noisy quantum simulations in log scale.

The above two charts demonstrate the runtime for a random circuit for the noiseless and noisy sim-
ulation, respectively. The computation is run on Google Compute Engine, using an NVIDIA A100
GPU, and a compute-optimized CPU (c2-standard-4).

Multi-GPU simulations are supported by NVIDIA’s cuQuantum Appliance, which is implemented by
UCloud as well.

5.3. How to apply computational resource on UCloud

The instruction below applies primarily to SDU-affiliated users regarding general application regimes
that demand GPU resources (which naturally cover quantum computing simulation) on UCloud.
DeiC’s quantum department is currently coordinating with HPC front offices at other Danish uni-
versities to display the process for general cases.

According to SDU policy, projects requiring more than 50,000 CPU hours, 1,000 GPU hours, or 50
TB of storage (i.e., a large project) will undergo evaluation twice a year following the deadlines of
calls for national HPC resources. A prerequisite is that the same application must also be submitted
to the national DeiC call. Regular projects below the above threshold are typically reviewed within
14 days.
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Eligibility Criteria
Postdoctoral researchers and faculty may apply independently.
Students must submit a co-application with their supervisors.

1) Select Grant Provider
Choose: Typel-SDU

Yes No
2a) Select HPC configuration 2b) Select HPC configuration
DeiC Interactive HPC (SDU/KS8s) DeiC Interactive HPC (AAU/KS8s)
Node: u3-gpu | Storage: ul-cephfs Nodes: ucl-al0, ucl-14, ucl-140! Storage: ucl-cephfs

3) Post-Approval Setup: Environment & Software
Use NVIDIA CUDA-Q or cuQuantum (with giskit, cirqg preinstalled).
Install extras (e.g., TensorFlow, PyTorch, PennyLane) via initial scripts

Figure 25: Flowchart: Eligibility, applying for GPU hours, and post-approval environment setup.

Software Stack Preparation Researchers are encouraged to use the NVIDIA CUDA-Q and cuQuan-
tum platforms, which come with preinstalled standard libraries such as numpy, pandas, OpenMPI,
CUDA, qiskit, and cirg,etc. Additional packages like TensorFlow, PyTorch, or PennyLane can be
installed via initialization scripts (DeiC is preparing a standardized initializing script that covers the
majority of needs now).

Access to Real Quantum Computers (Subject to Legal Review by DeiC)
* CUDA-Q allows access to quantum hardware via credential-based integrations.

* For example, to access Quantinuum’s device, users must provide a verified account and pass-
word registered with Quantinuum.
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6. Metrics and Benchmarks of Quantum Computers

Quantum computers are increasingly accessible to both academic and industrial users, it is therefore
important to establish transparent methods with standardized benchmarks to evaluate the quantum
resources being used [29, 30]. This section is mainly adapted from the published work [31], which
provides guidance for deriving holistic comparisons of quantum computers across dimensions such
as hardware properties, computational quality and execution speed.

We select three major categories of evaluation metrics, aligned to the “Three Key Metrics” proposed
by IBM in Section 6.4 for assessing quantum devices. A broader and more comprehensive set of
metrics is schematically illustrated in Fig. 26.

Performance Metrics for Quantum Computers

M1. HARDWARE ARCHITECTURE PROPERTIES

M1.1. Number of usable qubits

M1.2. Pairwise connectivity

M1.3. Native gate set

M1.4. Capability to perform mid-circuit
measurements

M2. - M5. QUALITY METRICS

(HARDWARE MANUFACTURER

M2. QUBIT QUALITY M3. GATE EXECUTION QUALITY M4. CIRCUIT EXECUTION

METRICS

M2.1. Qubit relaxation time
(T1)
M2.2. Qubit dephasing time
(T2)

METRICS

M3.1. Gate set tomography-
based process fidelity

M3.2. Diamond norm of a
quantum gate

QUALITY METRICS

M4.1. Quantum volume
M4.2. Mirrored circuits
average polarization
M4.3. Algorithmic qubits

M3.3. Clifford randomized
benchmarking average gate error
M3.4. Interleaved Clifford
randomized benchmarking gate
error

M3.5. Cycle-benchmarking
composite process fidelity
M3.6. Over- or under-rotation
angle

M3.7. State preparation and
measurement fidelity

M4.4. Upper bound on the
variation distance

M2.3. I[dle qubit purity
oscillation frequency

(HARDWARE COMPONENTS

M6. SPEED METRICS

M7. STABILITY METRICS
M7.1. Standard deviation of a specified metric
evaluated over a time interval
M8. - M10. NON-GATE-BASED QC METRICS

M9. METRICS FOR BOSON
SAMPLING DEVICES

M10. METRICS FOR NEUTRAL
ATOM DEVICES

M8. METRICS FOR QUANTUM
ANNEALERS

M9.1. Hardware characterization
and model as metrics

M9.2. Quantum advantage
demonstration as metric

M10.1. Analogue process fidelity
M10.2. Trap lifetime
M10.3. Reconfigurable connectivity

M8.1. Single qubit control errors
M8.2. Size of largest mappable
fully connected problem

M8.3. Dimensionless sample
temperature

Figure 26: Schematic collection of metrics. [31]
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6.1. Hardware metrics
The hardware metrics determine the general capabilities of the device, including:

1. Number of usable qubits In particular, we use the term physical qubits for the actual qubits
present in the hardware, while the virtual error-resilient ones are named logical qubits. A collec-
tion of road map toward scalable universal devices from leading quantum computing company
is displayed in Fig 27.

Example
road map?

Logical qubits

2023 2026 2029 2033+ 2024 2026 2027 2028 2029 2023 2024 2025 2026 2024 2025 2026 2027 2028

|
Road map consisting of algorithmic qubits,
not 1-1 comparable to logic qubits

Physical qubits

Figure 27: Road maps toward scalable universal devices, source: McKinsey Digital

2. Pairwise Connectivity Traditional qubits arrangement typically employs a structured 2D lat-
tice, which facilitates easy manufacturing and scalability. However, such configurations are
inherently constrained in terms of entangling compared to more advanced designs that support
all-to-all connectivity, where any pair of qubits can interact directly. Table 5 and Figure 28
illustrate the comparison between QPUs based on conventional lattice architectures and those
adapt advanced topologies.

Feature Traditional lattice QPU  Advanced QPU Topology
Qubit Connectivity Limited (nearest neighbors) All-to-all
Need for SWAP Gates High (adds noise) Low (direct interactions)

Table 5: Comparison of connectivity between traditional 2D structured qubit arrangements and ad-
vanced topologies.
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Figure 28: The connectivity of (a) the OQC superconducting circuit quantum computer “Lucy” and
(b) the TonQ trapped-ion quantum computer “Harmony”. [31]

3. Native Gate Set A universal quantum computer must be able to perform arbitrary unitary op-
erations. Any multi-qubit unitary can be decomposed into a circuit of general single-qubit and
two-qubit gates [32,33]. Therefore, it is essential to clarify the set of single and two-qubit gates,
such that the hardware platform can implement natively [34, 35].
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Submit circuit as Submit circuit as ———
abstract gates native gates

| l / N\
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Error mitigation*

*note: error mitigation techniques happen in other places in the “QIS” flow as well

Figure 29: Demonstration of native gate flow. Source: IonQ.

4. Capability to perform mid-circuit measurements It refers to measure and then reset qubits
multiple times within a single quantum circuit execution. Many quantum algorithms, including
quantum error correction, demand this action heavily to meet the resource requirements of the
algorithms [36—42].

6.2. Quality metrics

The quality metrics quantify the error rates of quantum computing hardware, which is achieved by
calculating various differences of the outputs of the physical hardware and those expected for an ideal
noise-free quantum computer. Quantifying the quality is one of the most challenging aspects [43],
since there are enormous sources of errors, and these sources can be highly distinct for different
hardware platforms.

6.2.1. Qubit and quantum gate quality metrics

Qubits are not isolated from their environment, and their interaction with the environment can signif-
icantly perturb their quantum state, leading to the loss of information [32,44-50].

Qubit relaxation time (T1) and Qubit dephasing time (T2)
* T1 — the time taken for the excited |1) state decays to the ground state |0).
* T2 — Dephasing affects the superposition phase.

These metrics are central in quantifying the duration over which a qubit preserves its state and stays
coherent. Therefore, the number of gates that can be successfully applied is determined by the ratio
between these times and the duration of a quantum gate. Different hardware platforms can have gate
durations that differ by orders of magnitude [51-55]. For example, ion-trap based devices typically
have orders of magnitude longer coherence times than devices such as superconducting qubits, but
also typically have much longer gate durations [54].

Gate execution quality Often, there is a trade-off between the gate control parameters: longer gate
durations can allow reducing the effects of leakage but come at the cost of increased qubit decoherence
during gate execution [56,57]. Therefore, the gate fidelity index is designed to quantify the difference
between the ideal noise-free gate and the gate executed on hardware.
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lons Superconductors Neutral atoms
Qubit T1 coherence 10-100 s 15-30 s 7.6s
time
Qubit T2 coherence 1000 ms 30 ps 1500 ms
time
Two-qubit gate 0.6 ms 12 ns 0.25 ms
duration
Number of 1667 2500 6000
operations

Figure 30: Compare qubit and gate quality for the major quantum computing platforms: Ions, su-
perconducting systems, and neutral atoms. Source: Guest post by Alex Lukin, Tommaso
Macri, QuEra Computing Inc.

6.2.2. Circuit execution quality metrics

The effect of individual gate errors on the full circuit execution result is difficult to estimate, since
each quantum circuit amplifies individual gate errors in a different way. Instead, to evaluate the quality
of circuit execution one can use metrics that characterize the quality of execution of entire circuits
directly [58-61].

Quantum volume is dominantly used to evaluate the performance of quantum computing. It is
calculated by running randomized square circuits, where the number of circuit layers are equal to
the number of qubits, for increasing numbers of qubits. Thus the quantum volume is evaluated by
finding the largest square circuit that can be run on the device and that also passes an acceptance
criterion based on classical simulation of the same quantum circuits.

Timeline of Quantum Volume Achievements
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Figure 31: Development of Quantum Volume (QV) across major providers. Source: Wikipedia:
Quantum Volume Achievement History.

6.3. Speed metrics

Variations in the device speed over orders of magnitude on the hardware platform [54] can make the
difference between an algorithm finishing in a day or within many years of runtime. In 2021, IBM
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defined a speed metric: circuit layer operations per second (CLOPS) as a measure of how quickly
processors can run quantum volume circuits in series.

Provider / System CLOPS (layers/sec) Source Date
IBM (Heron R3) 250k 2025
IQOM 2600 2024

Table 6: Circuit Layer Operations Per Second (CLOPS) reported by major quantum computing
providers. Today, IBM defines CLOPs by many layers of a 100x100 circuit (hardware-aware
circuit) a QPU (quantum processing unit) can execute per unit of time.

6.4. Summary - Three key metrics for measuring quantum devices

For a simple and quick evaluation, end users may adopt the multi-dimensional benchmarking frame-
work proposed by IBM, which considers selected key metrics: scale, quality, and speed to compare
quantum systems across different architectures and performance levels.

The three key metrics for measuring
quantum computing performance

+ iy

Scale Quality

Measured by number of qubits which Measured by Quantum Volume which Measured by CLOPS (Circuit Layer

indicates the amount of information we can indicates quality of circuits and how faithfully Operations Per Second) which indicates

encode in the quantum system. circuits are implemented in hardware. how many circuits can run on hardware
in a given time.

High coherence, high reliability, lower cost Need low operation errors, meaning large Seamless synchronization of quantum and
Quantum Volume classical circuits increases execution rate

2019 Today 2021 Today 2021 2019 TODAY

27 qubits 65 qubits | 127 qubits 128 QV 256 QV 200 CLOPS 1,400 CLOPS
(inferred)

Figure 32: Three Key metrics for measuring quantum devices. Source: IBM.

However, as discussed in Ref. [31], a truly comprehensive benchmark assessment should incorporate
a broader set of evaluation criteria. Rather than focusing solely on the three dimensions of scale,
quality and speed proposed by IBM, one must also evaluate architectural properties (such as pairwise
connectivity and native gate set), gate-level quality (e.g., qubit relaxation and dephasing time, gate
set tomography-based process fidelity, etc) and stability over time (standard deviation of a specified
metric evaluated over a time interva).
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7. Types of Quantum Computers and How They Work

The most widely adopted model of quantum computation is denoted as gate-based quantum comput-
ing, where a discrete set of unitary operations, denoted as gates, is applied to perform the computa-
tion. In contrast, non-gate-based quantum computing approaches are typically tailored to exploit the
specific strengths of each hardware platform. Examples include quantum annealing [62-64], boson
sampling [65-68], and analogue quantum simulation [69-72].

7.1. How to create qubits

Generally, qubits are created by manipulating systems that exhibit quantum mechanical behavior,
including superconducting circuits [73—-80], trapped ions [81-88], neutral atoms [89-95], as well as
photonic [96—102], and semiconductor devices [103—109], each better suited for different tasks.

-

TOPOLOGICAL PHOTONIC NEUTRAL ATOM

Figure 33: Most common types of qubit technologies. Source: exoswan, 2025.

7.2. Introduction to Common Types of Quantum Computers

Today, numerous companies and organizations are striving to establish their architecture as the leading
approach and to be the first to demonstrate practical utility or quantum advantage on a large-scale
quantum device.

This chart below summarizes public roadmaps and indicative targets across major quantum hardware
providers. Each marker shows an announced or projected milestone, including qubit counts (physical
or logical as stated). Note that timelines and capacities are forward-looking and may change as
vendors update specifications later; treat them as indicative rather than guaranteed commitments.
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Readers who wish to explore more detailed information, including error-corrected targets, gate counts,
fidelities, and related specifications, are encouraged to deep dive the corresponding development
roadmap of each provider in this section.

Logical qubit threshold

There is currently no universal definition of what constitutes a logical qubit. Different hardware
roadmaps adopt their own threshold criteria depending on the targeted logical error rate (typically
below 10~%). Consequently, the reported logical qubit counts in the diagram should be interpreted
as indicative milestones rather than directly comparable values across platforms.

Figure 34: Development of qubit counts across major providers: physical qubits (2025) vs. logical-
qubit roadmap endpoints. Circles = physical; squares = logical.
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From now on, we will provide an overview of the each specific type of qubit construction, explaining
their operating principles and other key features for both general and professional audience.

7.2.1. Superconducting

The 2025 Nobel Prize in Physics was awarded to John Clarke, Michel H. Devoret, and John M.
Martinis for their pioneering experiments in superconducting circuit that demonstrates both quantum
tunnelling and quantised energy levels in a macroscopic system — large enough to be held in the hand.
This groundbreaking achievement laid the foundation for many quantum hardware technologies such
as quantum computers and quantum sensors.
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Figure 35: The Nobel Prize in Physics 2025 was awarded jointly to John Clarke, Michel H. Devoret
and John M. Martinis "for the discovery of macroscopic quantum mechanical tunnelling
and energy quantisation in an electric circuit”, Source: Nobelprize.org.

Background: Cooper pairs behave as a single quantum mechanical unit

In ordinary material, electrons (carrier particles of electric charge) move as individual particles and
experience electrical resistance. When a material becomes superconducting, however, the electrons
form bound pairs known as Cooper pairs (Nobel Prize in Physics 1972).

In a normal conductor, the electrons jostle
with each other and with the material.

When a material becomes a superconductor, the electrons
join up as pairs, Cooper pairs, and form a current where
there is no resistance. The gap in the illustration marks
the Josephson junction.

Cooper pairs can behave as if they were all a single particle that
fills the entire electrical circuit. Quantum mechanics describes this
collective state using a shared wave function. The properties of this
wave function play the leading role in the laureates’ experiment.

Figure 36: Cooper pairs behave as a single quantum mechanical unit. Source: Johan Jarnestad/The
Royal Swedish Academy of Sciences.

When two superconductors are connected by a thin insulating barrier, they form a Josephson junction
— 1llustrated as a narrow gap in the diagram below. This component, named after Brian Josephson,
realizes the Josephson effect, which describes the properties of a supercurrent through a tunnel barrier.
(Nobel Prize in Physics 1973). Even though the barrier is non-conducting for electrons, Cooper pairs
can quantum-tunnel through it when a weak current is applied to the Josephson junction. This setup
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allows the system to tunnel from its original state to quantized energy levels with a certain probability.
Those observations clearly demonstrate that the Cooper pairs act as one large quantum particle.

A superconducting circuit exhibiting quantised states can therefore serve as a fundamental unit of
quantum information — a qubit. The lowest energy state and the first excited state represent the qubit
states |0) and |1), respectively. By applying microwave photons to these qubits, their state can be
precisely manipulated, enabling operations such as initialization, control, and readout of individual
qubits.

Qubit

* In/Out Coupling
Inductor - Josephson Junction (Readout Resonator)
(Aluminum)

_L In/Out Coupling
T (Readout Resonator)

Josephson
Junction

Figure 37: Formation of a qubit within a superconducting circuit. Source: IBM.

IBM

IBM Quantum offers one of the largest cloud-accessible superconducting qubit platforms, with
systems available under per-minute plan tiers ($48-$96/min). In 2029, they aim to deliver a
system that accurately runs 100 million gates on 200 logical qubits — unlocking the first viable
path to realizing the full power of quantum computing.
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Figure 38: 2025 Development Roadmap, IBM Quantum.
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IBM and Qiskit

In addition, as a full-stack quantum computing provider, IBM not only develops superconducting
quantum hardware but also maintains the world’s largest quantum programming and user ecosys-
tem through its open-source software framework, Qiskit.

This integrated platform supports algorithm development, simulation, and deployment on real
quantum processors, thereby fostering a global community of researchers, educators, and industry
users. Through Qiskit and the IBM Quantum services, a broad range of applications, spanning
chemistry, finance, optimization, and machine learning, have been demonstrated, as summarized

in Table 7.

Sector End Users Description

09 Pharmacy Moderna = Apply variational quantum algorithms (VQAs) and
Conditional Value at Risk (CVaR) to the mRNA sec-
ondary structure prediction. (Source)

= Aerospace Boeing E= Quantum optimization on engineering strong,

& Chemistry

Electrical Car

Semiconductor

Energy

4@ Routin g

Denmark

Mitsubishi Chemical
(@]

Mercedes-Benz =

JSR e/

E.ON H

ExxonMobil =

DTU, KU & SDU

lightweight materials (ply composite). (Source)

Create and study accurate molecular simulations of
complex electrochemical reaction for lithium su-
peroxide rearrangement in lithium-oxygen batteries.
(Source)

Next generation of batteries technologies — quite
possibly the lithium-sulfur (Li-S) battery towards a
carbon-neutral new passenger car fleet. (Source)

Aid computer chemical simulations of photo-acid
generators (PAGs) to develop new photoresists more
quickly and at lower cost. (Source)

Energy price decision under weather-related risk
modeling. (Source)

Model maritime inventory routing, analyze the
strengths and trade-offs of different strategies to
efficiently transport Liquefied Natural Gas (LNG).
(Source)

Develop quantum solutions to study molecular prop-
erties—such as metalloenzymes and light-harvesting
chromophores in proteins. (Granted DKK 40 million
by Novo Nordisk Foundation) (Source)

Rigetti

Table 7: IBM Quantum End Users by Industry

Rigetti processors leverage its distinctive Fab-1 capabilities to achieve both performance and
scalability. The Rigetti-developed quantum language *Quil’ combines gate-level and pulse-level
control of quantum circuits while integrating classical instructions and shared memory. User can
access through a pay-as-you-go model at $0.02 per 10 millisecond.
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https://www.ibm.com/case-studies/moderna
https://www.ibm.com/case-studies/boeing
https://www.ibm.com/case-studies/mitsubishi-chemical
https://www.ibm.com/case-studies/daimler
https://www.ibm.com/case-studies/jsr
https://www.ibm.com/case-studies/eon
https://www.ibm.com/case-studies/exxonmobil
https://www.kemi.dtu.dk/english/nyheder/2023/01/sonia-kvantekemi
https://www.rigetti.com/

Rigetti Integrated Product Roadmap’

€.2018-2021 c.2022

c.2023 c.2024 c2025 €.2026 €.2027+

Public Cloud Access
Access &

Production

Direct & Hybrid Cloud Integrations

Reservations On Demand HPC Integrations

Reference Applications & Libraries Quantum Software Applications

Develop & Demonstrate Advantage-Capable Subroutines

Applications Application Proofs of Concepts

Cloud JupyterLab IDE J Hybrid Performance

Dynamic Circuit Execution Logical Qubit Programming
Qua|?tum CIouSM Simulator (QVM™) Multi-Region Hybrid Job Management Algorithm specific calibration
Services (QCS™)

Pulse Control (Quil-T™) Multi-Language Error Mitigation Error Correction Development and Tools

37 Gen. Circuit Architecture 4" Gen. Circuit Architecture

Quantum e i R e

Processing Units

Advanced Calibration SW High-density flex I/0
KIDE Fridge Multi-Fridge

Next-Gen Control System

Square lattice,

gDiendlne tunable couplers

Fabrication

(Fab-1)

Fab-1

Multi-chip Expansion

Inter-module S VT
tunable coupling Driving Yield Improvement

Quantum Carrier & Advanced Assembly

1 Prepared on the basis of certain technical, market, competitive and other assumptions which may not be satisfied. Asa
projections are subject to a high degree of uncertainty and may not be achieved within the timeframes described or at all.
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Figure 39: 2022 Development Roadmap, Rigetti.

Description

Sector End Users

|4 Benchmark QuAlIL, NASA & RI-
ACS E=

I Research Standford University
=

J3 Music ICCMR

Develop benchmarking of quantum algorithms (e.g.,
QAOA), applied to the MaxCut problem, to quantify
the quantum advantage over classical computation
(Source).

Develop incentive-based programming of hybrid
quantum-classical computing systems using rein-
forcement learning, and apply this to solve combi-
natorial optimization problems (Source) .

Development of a singing voice synthesiser and a
musical sequencer based on quantum walk for creat-
ing, performing, listening to and distributing music
(Source) .

Table 8: Rigetti End Users by Industry (continued)

IQM focuses quantum ecosystem with scalable hardware, advanced software integrations for
HPCs, and application development. Users can access through a pay-as-you-go model starting
at $0.30 per second, or opt for a premier plan with additional pulse-level control (available upon
request for customized pricing). Notably, IQM has achieved the milestone of delivering more
quantum computers than any other company over the past twelve months .
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https://www.prnewswire.com/news-releases/rigetti-computing-wins-8-6-million-darpa-grant-to-demonstrate-practical-quantum-computing-301030051.html?tc=portal_CAP
https://arxiv.org/pdf/1908.08054
https://arxiv.org/pdf/2006.13849
https://meetiqm.com/

Foundation Quantum Utility Quantum Advantage
Short to medium-sized molecular simulations (e.g. H20, LiH, BeH2) ul Drug discovery, catalyst and fertiizers design, carbon capture
and simulations of sing and fermion models for battery optimization and carbon capture - i
energy storage
imizati System . Product portiolio Medium size d routing, energy grid Global supply chain
Optimization
$18bn value in 2030 b and graph coloring problems and global
characterisation
Quantum Proof of concept: predicting chemical reaction behaviour, 3 quantum
Machiris L N fraud detection drug discovery, image generation lelling, optimizing trading strategies,
achine Learning oms
$26bn value in 2030
e ‘Lr"’;;faﬂon HP;;;Z(:&'E?” Tight HPC integration Realtime encoding of QLDPC code
Software Stand-alone
Platform algorithm execution
Pulse-level access  Open and ing framework for and partners
Processor
Layout
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count 5k 40k 100k ™
Logical qubits Testbeds for 1-2 logical qubits 4-36 60-180 240-720 600-1800 2400-7200
Figure 40: 2025 Development Roadmap, IQM.

Sector End Users Description

¥ Trading DATEV F= Quantum solution to handle the complexity and
scale of portfolio optimization on the selection of as-
sets, in order to maximizing returns and minimizing
risk (Source) .

Il R&D VTT 4= A joint project with VTT (a limited liability com-
pany owned by the Finnish state) to develop quan-
tum infrastructure. The access to the device is opens
for use by companies and researchers through VIT
quantum computing service (Source) .

& Chemistry Volkswagen = Apply trial wavefunctions on quantum devices to

“." HPC Integration

IQM-LUMI-Q

reduce the bias of auxiliary-field quantum Monte
Carlo (QC-AFQMC). This hybrid approach to the
simulation of strongly correlated many body systems
in battery chemistry reduces the required number of
qubits while preserves accuracy (Source) .

LUMI-Q is a consortium consisting of European
quantum stakeholders formed as an initiative to es-
tablish and strengthen collaborative ties within the
quantum technology sector. The quantum computer
is integrated with HPC (LUMI), see LUMI-Q sub-
section for details (Source) .

Table 9: IQM Quantum End Users by Industry
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https://meetiqm.com/case-study/the-future-of-portfolio-optimization-is-in-quantum/
https://meetiqm.com/press-releases/vtt-and-iqm-launch-first-50-qubit-quantum-computer-developed-in-europe/
https://meetiqm.com/case-study/simulating-battery-chemistry-using-quantum-computing/
https://www.lumi-supercomputer.eu/europe-takes-a-quantum-leap-lumi-q-consortium-signs-contract/

Anyon Technologies

Anyon Technologies is a Singapore- and California-based quantum computing company that has

been at the forefront of developing highly scalable modular quantum computing systems based on
cryogenics optimized for quantum computing. Augmented by their integration with the world’s
most powerful GPU technologies, they powers high-impact enterprise applications in finance,

artificial intelligence, and chemical engineering today and tomorrow at scale.

Sector End User Description
€2 Hardware YQuantum E3 Construct next generation quantum computer based
on YQuantum’s expertise in scalable cryogenic com-
ponents for quantum signal routing and filtering
(Source) .
Al SDT Inc. & MI- Establish Quantum Intelligence Centre for quantum-

MOS

enhanced applications by supplying hybrid quantum
classical computing infrastructure, integrating with
NVIDIA GPU-accelerated computing technologies
(Source) .

Table 10: Anyon Technologies Use Cases by Sector

0QC (Oxford Quantum Circuits)

Oxford Quantum Circuits (OQC) is a UK-based quantum computing company developing su-

perconducting qubit processors using its patented Coaxmon architecture. The Coaxmon design

has a three-dimensional architecture that brings key componentry off-chip for vastly increased
simplicity, flexibility, engineerability, and scalability. OQC currently provides cloud access to its
systems through its own OQC Cloud as well as via Amazon Braket.

Logical Qubits

Error Rate

Clock Speed

(MHz)

Processor
Scale

v
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Lucy

TOSHIKO GENESIS ATHENA

GigaQuOp
16 5,000
10°

3

Figure 41: 2025 OQC Roadmap.
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https://www.anyoncomputing.com/
https://www.anyoncomputing.com/post/anyon-technologies-and-yquantum-partner-to-enable-next-generation-quantum-computers
https://www.anyoncomputing.com/post/anyon-technologies-and-sdt-inc-partner-with-mimos-berhad-to-advance-quantum-computing-and-artificia
https://oxfordquantumcircuits.com/
https://oxfordquantumcircuits.com/platform

Sector

End User

Description

@ Transport

a Chemistry

€ Hardware

Department for Trans-
port

Kvantify

Riverlane

Quantum optimization for both large-scale rail net-
works and detailed station routing, providing im-
proved scheduling in transit time, robustness to de-
lays, and reductions in operating costs and emissions
(Source)

Integrate OQC’s quantum hardware with Kvantify’s
proprietary quantum chemistry platform to model
battery processes accurately, which is also aligned
with UK’s and Europe’s green transition in achiev-
ing net zero by 2050 (Source)

Build Quantum Error Corrected (QEC) testbed that
incorporate hardware-efficient error correcting pro-
tocols. It is also integrated with HPC within a secure
datacentre environment (Source)

Table 11: OQC End Users by Industry Sectors (continued)
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https://oqc.tech/company/newsroom/optimisation-rail-travel/
https://oqc.tech/company/newsroom/oqc-kvantify-innovate-uk-quantum-batteries
https://oqc.tech/company/newsroom/oqc-riverlane-quantum-error-correction-testbed

7.2.2. Trapped lons

In fact, the origin of ion-trap technology dates back to 1953, when Wolfgang Paul proposed the use of
oscillating electric fields to confine ions with high precision. This pioneering concept, later realized
as the Paul trap, made it possible to isolate and manipulate single ions for extended periods without
contact. For this breakthrough, Hans G. Dehmelt and Wolfgang Paul were awarded the 1989 Physics
Nobel Prize.

Nobel Prize in Physics 1989

hoto fror hoto from the Nobel F
archnive arcnive 4rcinve
Norman F. Ramsey Hans G. Dehmelt Wolfgang Paul

Prize share: 1/2 Prize share: 1/4 Prize share: 1/4

chive

Figure 42: The Nobel Prize in Physics 1989 was divided, one half awarded to Norman F. Ramsey
"for the invention of the separated oscillatory fields method and its use in the hydrogen
maser and other atomic clocks" (key to quantum sensing), the other half jointly to Hans G.
Dehmelt and Wolfgang Paul "for the development of the ion trap technique”

Properties of ion trapped systems today

Coulomb

Qubit repulsion

control

nd detection

Trap potential

Figure 43: The ions are held in an electromagnetic trap. Lasers or microwaves are used to control
the internal states of qubits, |0) and |1). The internal control and the Coulomb repulsion
between ions combine to form conditional logic gates. Readout is performed by measuring
laser-induced ion fluorescence using an auxiliary state |a) [111].

Today, trapped ion systems are characterized by a high degree of precise control over both their
internal and external states [110]. The electronic structure of ions allows qubits isolated well from the
environment, as well as a simple readout mechanism based on laser induced fluorescence.

35



Leading quantum hardware providers and their roadmaps

IonQ was founded in 2015 by Chris Monroe and Jungsang Kim with seed funding from the
University of Maryland and Duke University, taking the goal of transferring trapped ion quantum
computing out of the lab and into the market.

In 2025, IonQ has announced its intention to acquire Oxford Ionics, accelerating the ability to

deliver the world’s most powerful fault-tolerant quantum computers with 2 million physical qubits
and 80,000 logical qubits by 2030.

lonQ Roadmap for Large-Scale, Fault-Tolerant Quantum Computers |°NQ
Built on pioneering trapped ion research, lonQ's roadmap is enabled by the nearly 1,000 patented hardware and software
breakthroughs that were developed at lonQ integrated from strategic acquisitions.

Original lonQ #AQ Roadmap
2024 2025 2026 2027 2028

36 Algorithmic Qubiis 64 Aigorithmic Qubits 256 Algorithmic Qubits. 3B4 Algorithmic Qubits 1,024 Aigorithmic Qubits

Updated Technology Roadmap

2024 2025 2026 2027 2028 2029 2030
Comm oo ConmacamtinCorgas | Commasi it GG, GonnunnConpas Covmenoumncompis
36 prysical Qubits 64 Physical Qubits. 256 Physical Qubits 10,000 Physical Qubits 20,000 Physical Qubits 200,000 Physical Qubits 2,000,000 Physical Qubits
99.96% Physical Qubit Fidality 99.99% Physical Qubit Fidality 99.99% Physical Qubit Fidelity 99.99% Physical Qubit Fidality \cal Qubit Fidelity 99.99% Physical Qubit Fidality
12 Logical Qubit 1,600 Logic: 80,000 wogi
<1.00E-7 Log <1.00E-7 Logical Error Rate <1.00"-12 Logical Error Rate
36+ Physical Qubits 64-100+ Physical Qubits 100-256+ Physical Qubits
Figure 44: 2025 Development Roadmap, IonQ.
Sector End Users Description
& Chemistry Hyundai Motor Com- Extend correlated sampling from classical auxiliary-
pany field quantum Monte Carlo to the quantum-classical
(QC-AFQMC) framework, enabling accurate nu-
clear force computations crucial for geometry opti-
mization and reaction dynamics (Source) .
Energy Oak Ridge National Apply variational quantum algorithm (VQA) for the
Laboratory = Unit Commitment (UC) problem in power systems
which aims at minimizing the total cost while opti-
mally allocating generating units to meet the hourly
demand of the power loads (Source) .
¥ Space U.S. Department of Design and execute an orbital demonstration of

Energy 2= quantum-secure communications on satellite plat-
form. Additional quantum applications in space
also includes alternate position, navigation, and tim-
ing, time synchronization, quantum networking, and
sensing (Source) .

Table 12: IonQ End Users by Sector
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https://ionq.com/blog/ionqs-accelerated-roadmap-turning-quantum-ambition-into-reality
https://ionq.com/news/ionq-and-hyundai-motor-company-expand-quantum-computing-partnership
https://ionq.com/news/ionq-partners-with-oak-ridge-national-laboratory-demonstrating-quantum-power
https://ionq.com/news/ionq-signs-memorandum-of-understanding-with-u-s-department-of-energy-to

Table 12: IonQ End Users by Industry (continued)

Sector End Users Description and Example

Al IonQ £ Develop quantum-classical deep learning architec-
ture for large language model fine-tuning, leading
to an overall improvement in prediction accuracy
over a comparable classical baseline (Source) .

& Physics University of Wash- Quantum solutions to model fundamental physics
ington 2= processes and understand why the universe is com-
posed predominantly of matter rather than antimat-
ter. IonQ’s technique allows scientists simulate
the nuclear dynamics on the shortest of time-scales
(10~2* seconds) (Source) .

Quantinuum expects that, by the end of the decade, the accelerated hardware roadmap will deliver
a fully fault-tolerant and universal quantum computer capable of executing millions of operations
on hundreds of logical qubits.

Quantinuum has set a path to their fifth-generation system, Quantinuum Apollo, a machine that

delivers scientific advantage and a commercial tipping point this decade.
g J

Development roadmap Q) cuanTinuum

PHYSICAL "

el 20 56 9 192 1000's
........................................................................................................................... »

PHYSICAL

2-QUBIT 1%x103 1% 103 <5x104 <2x104 1x104

GATE ERROR:
........................................................................................................................... >

LOBGICAL (]

LaRc > 12 ~50 ~100 100's
___________________________________________________________________________________________________________________________ >

LOGICAL

2 o ol Ll -10*

ERROR 1% 103 <104 ~10-5 1% 105 to 1% 10710

RATES:
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, >

*analysis based on recent literature in new, novel error correcting codes predict that

© 2024 Quantinuum. All Rights Reserved, errar could be as low as 1E-10 in Apollo (ref: arXiv:2403.16054, arXiv:2308.07915)

Figure 45: 2025 Development Roadmap, Quantinuum.
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https://ionq.com/blog/supercharging-ai-with-quantum-computing-quantum-enhanced-large-language
https://ionq.com/news/ionq-and-the-university-of-washington-simulate-process-linked-to-the
https://www.quantinuum.com/

Sector

End Users

Description and Example

Cybersecurity

I Research

Bank

$H A1

S Physics

I Research

Thales & JPMorgan
=

Princeton & NIST E=

HSBC

Quixer (platform) E=

DESY F=

Qpurpose (funded
by Q-Access call)

Develop a quantum-safe commercial solution for
secure key generation, management, and pro-
tection by generating highly unpredictable keys
with quantum-computing strengthened entropy
(Source) .

Delivered a crucial result in Quantum Error Cor-
rection (QEC) by using ‘“concatenated codes” to
exponentially suppress noise. Their results, now
widely referred to as the “threshold theorem”, pro-
vide realistic possibility of fault-tolerant quantum
computing (Source) .

Use quantum computing-hardened cryptographic
keys to mitigate cyber threats & Explore quan-
tum machine learning (QML) for HSBC’s busi-
ness, with fraud detection as a priority (Source).
Quixer- Quantinuum’s quantum transformer in
Natural Language Processing. It is tailored for
quantum circuits and thus more resource efficient
than most competing approaches (Source) .

The first project describes a quantum machine
learning technique for untangling data from the
LHC. More recently, Quantinuum System Model
is used to tackle Lattice Gauge Theory (LGT), as
it’s a favorite contender for quantum advantage in
High Energy Physics (HEP) (Source) .

Perform computations to probe interesting mathe-
matical conjectures and develop new quantum al-
gorithms and advance techniques for error mitiga-
tion and correction (Source) .

Table 13: Quantinuum End Users by Industry Sectors
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https://www.quantinuum.com/products-solutions/pqc-starter-kit
https://www.quantinuum.com/blog/quantinuum-with-partners-princeton-and-nist-deliver-seminal-result-in-quantum-error-correction
https://www.quantinuum.com/press-releases/hsbc-and-quantinuum-explore-real-world-use-cases-of-quantum-computing-in-financial-services
https://www.quantinuum.com/blog/announcing-quixer---quantinuums-state-of-the-art-quantum-transformer-making-quantum-ai-a-little-more-realistic
https://www.quantinuum.com/blog/quantum-computing-is-accelerating
https://www.linkedin.com/posts/quantinuumqc_%F0%9D%90%90%F0%9D%90%AE%F0%9D%90%9A%F0%9D%90%A7%F0%9D%90%AD%F0%9D%90%A2%F0%9D%90%A7%F0%9D%90%AE%F0%9D%90%AE%F0%9D%90%A6-%F0%9D%90%84%F0%9D%90%B1%F0%9D%90%A9%F0%9D%90%9A%F0%9D%90%A7%F0%9D%90%9D%F0%9D%90%A2%F0%9D%90%A7%F0%9D%90%A0-%F0%9D%90%90%F0%9D%90%AE%F0%9D%90%9A%F0%9D%90%A7%F0%9D%90%AD%F0%9D%90%AE%F0%9D%90%A6-activity-7372294521440636928-agjo

7.2.3. Neutral Atoms

Using individual atoms trapped in tightly focused optical tweezers, it is possible to create large qubit
registers in one [112], two [113] or three [114] dimensions, with arrays of over 1000 sites [115].
Qubits are encoded in the hyperfine-ground states for the alkali atoms, or on optical clock transitions

with alkaline-earth species, offering long coherence times of up to 40s [116].

Figure 46: Left: two distinct energy level of netural atoms to represent '0’ and "1’ to form a qubit.
Right: lasers suppress atomic movement, leading to huge coherence times.

Single qubit gates can be implemented using microwave or optical fields [117]. In addition, atoms
are excited to high quantum number Rydberg states and form an effect known as Rydberg blockade.
This effect allows to implement high-fidelity two or three qubit gate operations [118-120].

QuEra

QuEra is based in Boston and built on pioneering research from nearby Harvard University and
MIT. Today it operates the world’s largest publicly accessible quantum computer, available over
a major public cloud and for on-premises delivery.

QuEra’s technology enables a clear roadmap to millions of qubits. Users can access QuEra’s
first-generation machine, Aquila, a 256-qubit Quantum Processor on Amazon Braket.

Product Aquila 2nd generation 3rd generation 4th generation

Customer Impact Quantum simulation &  Explore QEC, NISQ algorithms  Prototype applications Practical quantum
optimization with hundreds of qubits advantage

QEC Capabilities N/A Transversal gates Non-Clifford gates Deep logical
circuits
Logical qubit
simulator

1 Logical Qubits 100
with fidelities

bits

- 30
Availability il
= €D—>

256
>256

Physical Qubits

10,000

Figure 47: 2025 Development Roadmap, QuEra.
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https://www.quera.com/

Sector

End User / Project

Description

B Hardware

Weather

09 Medicine

Telecommuni-

cation

Google Quantum Al
=

Moody’s BE=

Merck KGaA ==

Cinfo E & Kipu
Quantum ==

Accelerate technology advancements in the neutral
atom space to enhance quantum error correction capa-
bilities. Expand Google’s quantum portfolio beyond
its primary work in superconducting qubits (Source) .
Build a quantum reservoir computing-based model,
capable of processing climate model outputs and
storm environment parameters to provide more accu-
rate tropical storm forecasting (Source) .

Quantum Reservoir Computing (QRC) to predict
pharmacological activity using molecular finger-
prints. QRC provides a more interpretable model
with less training data than its classical counterpart
(Source) .

Quantum optimization for a complex telecommuni-
cation network in Spain to encounter equipment fail-
ures, natural disasters, or geopolitical issues. It quan-
tifies the network’s resilience and redundancy via the
Maximum Independent Set (MIS). (Source)

Table 14: QuEra Use Cases by Sector

Infleqtion is built on 15 years of pioneering quantum research from ColdQuanta to construct
quantum computers, precision sensors, and quantum software for governments, enterprises, and
research institutions. Their commercial portfolio also includes quantum Radio Frequency (RF)
systems (world’s first quantum RF trials and first RF sensor deployed) , quantum clocks, and in-
ertial navigation solutions. Its scalable and versatile quantum technology is used by organizations
around the globe and deployed by NASA on the International Space Station.

Infleqtion

Logical
performance

Logical
Qubits

Software

Enabling
Technologies

®
2024
Error Detection

Dual-species
crosstalk—free measurement

Tooling (QCVV) for verifying
fault-tolerant properties

Optimized laser
pulse modulation

Quantum Computer Roadmap
Last Update: February 2024

Error Correction

Commercial Advantage

Logical circuit depth >1,000
Universal quantum gate set

Logical circuit
depth >1 million

Optimized compilation of
fault-tolerant circuit

Exponential speed-up
demonstration

Real-time atom
reloading

Advanced photonic
beam steering

Target numbers are estimates and not guarantess of future performance

Figure 48: 2024 Development Roadmap, Infleqtion.
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https://www.quera.com/press-releases/quera-computing-announces-investment-from-key-strategic-partner-to-accelerate-development-of-large-scale-fault-tolerant-quantum-computers0
https://thequantuminsider.com/2024/06/22/tqi-exclusive-moodys-quera-explore-using-quantum-computers-to-better-predict-path-intensity-of-tropical-cyclones/
https://arxiv.org/pdf/2412.06758
https://www.quera.com/blog-posts/case-study-optimizing-network-resilience-with-quantum-computing---a-collaboration-between-cinfo-quera-and-kipu-quantum
https://infleqtion.com/

Sector

End User / Project

Description

¥ Aecrospace

Energy

UA? Sensor

Medicine

I~* Finance

NASA =

U.S. Department of
Energy 2=

US Navy =

University of Chicago
and MIT E=

JP Morgan Chase 2=

Developed Physics Package Assembly for: 1)
NASA’s Cold Atom Lab aboard the International
Space Station that allow deeper study of quantum be-
havior and enhanced precision measurement; 2) JPL
Quantum Gravity Gradiometer Pathfinder to measure
Earth’s gravity field from space (Source) .

Develop quantum-enhanced solutions for energy grid
optimization to: 1) improve energy demand forecast-
ing using quantum contexual machine learning; 2) op-
timize phasor measurement unit placement for better
grid observability; 3) enhance nuclear energy model-
ing at the subatomic level (Source) .

Contextual Machine Learning (CML) with Quantum-
Inspired Algorithms to sensor data streams. It
enhances real-time RF signal processing, improv-
ing situational awareness, security, and operational
efficiency in both current RF systems and next-
generation Quantum RF sensors (Source) .

Develop quantum cancer biomarker identification al-
gorithms, which integrates diverse data modalities, in-
cluding genomics, transcriptomics, and pathology to
drive personalized diagnostics and treatments in the
clinical cancer care (Source) .

Quantum-classical hybrid methods to improve port-
folio construction for higher risk-adjusted returns
— Sharpe ratio of 0.99 vs. 0.88 for traditional
equal-weighted portfolios and greater efficiency —
near-optimal portfolios found with far fewer samples
(Source) .

Pasqal

Table 15: Inflegtion Use Cases by Sector

Pasqal is founded in 2019 as a spinoff from Institut d’Optique in Paris, which emerged from
groundbreaking research in neutral atom quantum computing led by Nobel prized quantum
physics pioneer Alain Aspect. Today, Pasqal stands at the forefront of quantum innovation, part-
nering with industry leaders across finance, energy, and manufacturing to solve complex compu-

tational challenges previously thought impossible with classical computing systems.
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https://www.jpl.nasa.gov/news/nasa-aims-to-fly-first-quantum-sensor-for-gravity-measurements/
https://info.infleqtion.com/news/infleqtion-secures-62m-arpa-e-award-to-advance-quantum-powered-energy-grid-optimization
https://info.infleqtion.com/news/infleqtion-leads-the-future-of-navigation-technology-with-quantum-navigation-industry-day
https://info.infleqtion.com/news/infleqtion-uchicago-and-mit-unite-to-develop-breakthrough-cancer-solutions-with-ai-and-quantum-algorithms
https://infleqtion.com/finance/
https://www.pasqal.com/
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Figure 49: 2025 Development Roadmap, Pasqal.

Sector

End User / Project

Description

L Aerospace & De-
fense

& Material

Energy

Thales 2=

BMYV group ==

Electricite de France
(EDF) I}

Model the satellite scheduling problem as a Max-
imum Independent Set (MIS) problem to seek
quantum-centric approach to the optimization of
satellite positioning and resource allocation under
complex constraints, aiming to improve scheduling
flexibility and reaction times (Source) .

Develop a quantum solution to improve simulation
of metal forming, predicting material behavior and
optimizing manufacturing settings, with future use
in structural and crash simulations. This will later
support structural analysis and crash simulations
(Source) .

Quantum optimization for energy distribution and
the environmental variables affecting wind farms
and photovoltaic plants. Another project involves
simulating the ageing of materials within nuclear
power plants to ensure safety and operational in-
tegrity (Source) .

Table 16: Pasqal Use Cases by Sector
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https://www.pasqal.com/newsroom/pasqal-and-thales-tackles-satellite-planning-challenges/
https://www.pasqal.com/newsroom/bmw-group-and-pasqal-expand-collaboration-to-apply-quantum-computing-to-improve-car-design-and-manufacturing/
https://www.pasqal.com/newsroom/edf-leverages-pasqal-to-successfully-run-energy-demand-forecasts-for-electric-vehicle-smart-charging/

Sector End Users Description and Example

Bank Credit Agricole CIB Quantum computing’s potential, e.g., a quantum-
(1| enhanced machine learning, in predicting credit
rating downgrades 6 to 15 months in advance for

financial risk management (Source) .

& Weather & YFarm BASF == Solve complex nonlinear differential equations in
physics-based weather models via quantum neural
networks. It is aligned with BASF’s digital farm-
ing product for optimized crop platform (Source).

Table 16: Pasqal Quantum End Users by Industry (continued)
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7.2.4. Photonic

A photonic quantum computer uses photons to store and process quantum information. It provides an
attractive alternative to other approaches as it offers the potential of room temperature operation and
the promise of scalability.

Fig. 1: High-dimensional GBS from a fully programmable photonic processor.

Figure 50: High-dimensional GBS from a fully programmable photonic processor - Xanadu.

There are several companies attempting to produce a universal quantum computing platform using
photons, each one championing their own variants of the methodologies. Recent articles have claimed
fidelities as high as 99.69% [121-123]. A commercial system has claimed quantum computational
advantage [121] using both Gaussian boson Sampling (GBS) and squeezed states of light for differing
modes to produce Gottesman, Kitaev and Preskill (GKP) qubits.

Leading quantum hardware providers and their roadmaps

ORCA Computing is a UK-based quantum computing company developing photonic quantum

computers. The PT Series are special purpose photonic quantum computers for machine learning.
Available in two models — PT-1 and PT-2 — both are designed to break the barriers to quantum
adoption, as well as feasible integration into existing HPC infrastructure.

ORCA Computing: Current-Generation Photonic Systems

PT-1 PT-2
* The exploration system * High-performance photonic computing
* Hybrid quantum—classical machine * Quantum-accelerated generative Al &
learning optimisation
» Simplified integration with existing ML * Data centre & Al factory ready
* Lowest entry costs * lowest total cost of ownership
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Sector

End User / Project

Description

Energy

Chemistry

09 Medicine

48 Routing

Defense

Manufacture

Frazer-Nash

DTU, Sparrow Quan-
tum = & PSNC

The Port of Dover

UK Ministry of De-
fence ==

Arup

Quantum solution for “Unit Commitment Problem”
to optimize grid balancing for the National Grid
Electricity Supply Operator (ESO). The matching
power generation to demand can prevent blackouts,
which depends on different power sources (gas, so-
lar, wind, nuclear, etc.) vary in cost, availability and
response time (Source) .

Hybrid quantum-classical approach using genera-
tive adversarial network (GAN) algorithms to gen-
erate low-energy conformations of small to medium
hydrocarbons, aiming to correctly predict the 3D
shape, or conformations, of molecules (Source)

Quantum enhanced vaccine design: capture biolog-
ical relationships governing peptide-MHC (Major
histocompatibility complex) presentation, and de-
sign peptides with a higher likelihood of trigger-
ing an immune response by being immunogenic
(Source)

Quantum Unconstrained Binary Optimization
(QUBO) to enhance operational efficiency and
reducing congestion of the port, cutting down
queues and waiting times (Source)

Hybrid quantum-classical generative machine learn-
ing to the infilling and improving satellite im-
ages, which can be applied on removing airplane
contrails from satellite images, improving sea and
land surface temperature monitoring, generating
super-resolution imagery from low-resolution im-
ages, forecasting near-term storm cloud trajectories
and in-filling of algal bloom data (Source)

Apply quantum computing in bridge design, ensur-
ing a bridge is strong enough to support its load,
without over-engineering and wasting resources.
The bridge deck loading problem is a combinato-
rial optimization challenge, where the goal is to find
the worst-case combination of vehicle positions on a
grid covering the bridge deck. (Source)

Table 17: ORCA Computing Use Cases by Sector
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7.3. Cost models and compared pricing plans for QPU resource

Commercial quantum computing access is currently based on two major pricing models:

Execution Time Model, typical factors include:

e wall-clock runtime,

* number of circuit repetitions (shots).

1. Execution Time (HPC-like) Model
Users are charged per job submission or execution session. Pricing depends on the wall-clock

runtime or the number of circuit repetitions (shots).

2. Formula-Based (Resource-Weighted) Model
Here, the price is determined by a provider-specific formula that accounts for the resources

Formula-Based Model, typical factors include:

* the configuration of the quantum circuits

e number of measurements.

consumed by the circuit. Two-qubit gates usually dominate the cost because they are the most
technologically demanding operations.

Vendor Free Resource Pricing (Pay As You Go Plan)
IBM 10 minutes/month $96/min
Rigetti - $0.02/millisecond
IOM 30 credits per month, based $0.30/second
on availability
0QC - Quote
Anyon Technologies - Quote

IonQ

$10,000 in free credits to
qualified academics

$0.00022/1-qubit-gate, $0.000975/2-
qubit-gate; Minimum price per program
execution:$12.4166

Quantinuum - $15 / HQC unit
QuEra Quote
Pasqal Avaliable Soon $15/hour on Emulator, $300 /hour on
Quantum Hardware
Infleqtion Quote
ORCA Quote
Color Legend: Superconducting Trapped lons Neutral Atoms Photonic

Advanced Subscription Plan

Beyond the basic pay-as-you-go plan, most quantum hardware providers also offer premium

monthly subscription packages. These typically involve a fixed minimum monthly cost and may

unlock advanced features such as priority job scheduling, enhanced access to hardware backends,
and dedicated technical support from the provider.
Researchers and organizations interested in subscription-based access are encouraged to contact

the corresponding hardware providers directly to tailor to their needs.
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8. EuroQHPC Quantum-Classical Integration

EuroHPC quantum computers are designed to complement Europe’s existing supercomputing infras-
tructure, significantly enhancing capabilities in scientific research, innovation, and industrial applica-
tions. Up to now, the EuroHPC JU has procured eight quantum computers.

EuroHPC Quantum Computers

EQUIPPING EUROPE FOR THE QUANTUM LEAP
The European Union is making history by building the world’s
first public network of cutting-edge quantum computers.

-4 il

650 120 6 29

qubits million EUR of EU  different quantum _partners from 17
i technologies

EuroHPC quantum computers
are developed by European companies, and will help
*  scientists to break unsolvable problems, boosting EU competitiveness,
strategic autonomy and sustainable prosperity.

MeluXina-Q (LU)
ter

EuroHPC JU
LEADING THE WAY IN EUROPEAN SUPERCOMPUTING

Figure 51: EuroHPC Quantum Computers. Source: The European High Performance Computing
Joint Undertaking (EuroHPC JU) Project

8.1. Accessible quantum computers

JADE (Germany) A neutral-atom quantum cal networking. It is positioned for hybrid
simulator that arranges individual atoms HPC workloads and algorithm prototyp-
with optical tweezers. It targets scalable ing.

simulations and hybrid HPC+quantum

workflows in chemistry, materials, and PIAST-Q (Poland) A trapped-ion quantum

computer offering very long coherence

optimization.
times and all-to-all qubit connectivity,
Ruby (France) A neutral-atom system sim- which simplifies algorithm mapping and
ilar to JADE, designed for accessible enables deeper circuits than many other
quantum simulation and application pi- platform of similar size.

lots across logistics, energy, and finance,

tightly coupled to HPC resources, VLQ (Czechia) A superconducting-qubit

processor engineered for efficient con-

Lucy (France) A photonic quantum com- nectivity (“star-like” coupling) to reduce
puter, allowing operation at room temper- routing overhead. It supports gate-model
ature and natural compatibility with opti- algorithms and integration with HPC sys-
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tems for pre/post-processing.

Euro-Q-Exa (Germany) A superconducting
system delivered in two stages—an ini-
tial ~54-qubit device followed by ~150
qubits—to enable progressively more
complex quantum algorithms within
LRZ’s HPC environment.

EuroQCS-Italy (Italy) A neutral-atom quan-
tum simulator delivered in two phases: an

analogue system with at least 140 qubits,
then an upgrade to hybrid analogue/digi-
tal operation to broaden algorithmic reach
and scientific use cases.

EuroQCS-Spain (Spain) A superconduct-

ing quantum annealer aimed at optimiza-
tion problems common in ML, finance,
and logistics, integrated with national
supercomputing for data handling and
workflow orchestration.

EuroHPC-JU Quantum Computers

Qubits with Coherence Time

Modality
Neutral atoms
JADE (Germany) L 100q | Coherence time: N/A (T1 100 ps) Photonic
Trapped ions
Superconducting
Ruby (France) | 100q |- Coherence time: N/A (T1 100 ps) Superconducting annealer

Lucy (France) | 12q | Coherence time: » (no decoherence)

Piast-Q (Poland) | 20q | Coherence time: 10-100 ms (T1 114 ms)

VLQ (Czechia) | 24q | Coherence time: 35 s

Euro-Q-Exa (Germany) |

EuroQCS-ltaly (ltaly) F

EuroQCS-Spain (Spain) | 25q | Coherence time: N/A (T1 100 ms)

150q | Coherence time: 60/100 ps

140q | Coherence time: 6 ps (Rabi)

0 25 50 75 100

125
Number of Qubits

150 175 200

Figure 52: According to the official EuroHPC-JU descriptions, all listed quantum computers achieve
a two-qubit gate fidelity exceeding 99%.

8.2. How to apply - current status of access

DeiC has submitted the question regarding how to apply HPC (and potential quantum integration

resource) under EuroHPC JU with DeiC’s representative in the Ministry, who also serves as a member
of the EuroHPC board. It is anticipated that further clarification will be provided soon.

At present, the general expectation is that these resources will be made available through calls, admin-
istered in a manner similar to existing HPC resources. The first calls are expected to be announced

during the fall. Below, we summarize the quantum computers in the project that provide early access

now.
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PIAST-Q Quantum Computer

System at a glance.
* Platform: Laser-based trapped-ion quantum computer.
* Host / Operator: Poznan Supercomputing and Networking Center (PCSS).
* Supplier: Alpine Quantum Technologies (AQT), Innsbruck.
* HPC integration: First coupled with the ALTAIR supercomputer; later with PIAST-Al,
enabling hybrid classical-quantum workflows.

Early Access:
Please fill out the form at the bottom of this page to provide more information about your
experiment and apply for the early access for the PIAST-Q system.

Use cases and scope.
* Hybrid applications in quantum optimisation, chemistry, risk analysis, and machine learn-
ing.
* Part of a broader EuroHPC effort to deploy multiple quantum modalities and integrate them
with European HPC.
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9. Quantum Interface with Al

9.1. The Remarkable Achievements and Application of Al

Artificial Intelligence (AI) and in particular Machine Learning (ML), has deeply embedded in nearly
every aspect of modern society, driving innovation in science, technology, and daily life. In particular,
the year 2024 was a landmark moment for recognition: breakthroughs in Al were honored with the
Nobel Prize in Physics and the Nobel Prize in Chemistry, underpinning its revolutionary impact.

John J. Hopfield Geoffrey Hinton

Figure 53: The Nobel Prize in Physics 2024 was awarded jointly to John J. Hopfield and Geoffrey
Hinton "for foundational discoveries and inventions that enable machine learning with
artificial neural networks". Source: NobelPrize.org.

David Baker Demis Hassabis John Jumper

Figure 54: The 2024 Nobel Prize in Chemistry was awarded to Google DeepMind researchers Demis
Hassabis and John Jumper for developing Al programs that predict protein 3D structures,
and to David Baker (University of Washington) for using Al to design entirely new pro-
teins. Source: NobelPrize.org.
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Al, ML, and Neural Networks, what are they?

Before exploring in detail how quantum technologies can enhance Al tasks, it is helpful to clarify
the terminology first. The terms Artificial Intelligence (Al), Machine Learning (ML), and Neural
Networks (NN) are often used interchangeably, but they refer to distinct concepts. Making these
distinctions clear is especially important for non-specialist audiences.

=

N -
How Al, ML, NNs, DL Are Related to Each Other

Artificial Allows a system to automatically
Intelligence learn and improve from experience

Allows a system to automatically learn
and improve from experience

Allows programs to recognize patterns

Neural : and solve common problemsin Al, ML,
Networks and DL.

Allows to use complex algorithms and

Deep deep neural nets to train a model.

Learning

Figure 55: Relationship between AI, Machine Learning, Deep Learning, and Neural Networks.
Source: Max Ushchenko, Head of Data and Al Practice at NIX.

Artificial Intelligence (AI)

Al is the umbrella of the three terms, referring to any technology that mimics human intelligence or
cognitive functions such as reasoning, learning, and problem-solving. Al applications include natural
language processing (e.g., Siri, Alexa).

Machine Learning (ML)

ML is a subfield of Al that focuses on algorithms that learn patterns from data, rather than being ex-
plicitly told with rules. ML techniques are now indispensable in scientific research, enabling powerful
predictive models and data-driven discoveries.

Neural Networks (NN)

NN are a specific family of ML algorithms inspired by the structure and function of biological neu-
rons. Through training on large datasets, neural networks learn to adjust their weights on the edges
that connect each node (artificial neuron) to improve accuracy. Once trained, they become powerful
tools for fast classification and pattern recognition.

How to quantify the development of broader Artificial General Intelligence

The broader field of Artificial General Intelligence (AGI) aims at the development of machines ca-
pable of human-level reasoning and flexible problem-solving; this area often involves different chal-
lenges than those addressed by current quantum computing research. Recently, Institute for Human-
Centered Al, Stanford University has published a comprehensive review - The Al Index 2025 Annual
Report to trace the most critical trends shaping the field. In a domain advancing at breakneck speed,
the Index provides essential context—helping us understand where Al stands today, how it got here,
and where it may be headed next.
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Select Al Index technical performance benchmarks vs. human performance
Source: Al Index, 2025 | Chart: 2025 Al Index report

120%

Human baseline
100%) = = = = = = = - - - - -

80%

60%

40%

Performance relative to the human baseline (%)

20%

0%

2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024
= |mage classification (ImageNet Top-5) Visual reasoning (VQA)
Medium-level reading comprehension (SQUAD 2.0) == English language understanding (SuperGLUE)
= Multitask language understanding (MMLU) Competition-level mathematics (MATH)
= PhD-level science questions (GPQA Diamond) - Multimodal understanding and reasoning (MMMU)

Figure 56: Benchmarks have become a central role to quantify Al capabilities and how they are ad-
vancing so quickly. In 2023, researchers introduced new benchmarks—MMMU, GPQA,
and SWE-bench—to test the limits of advanced Al systems. Just a year later, perfor-
mance sharply increased: scores rose by 18.8, 48.9, and 67.3 percentage points respec-
tively. Source: The Al Index 2025 Annual Report by Stanford University.

9.2. Why seek quantum advantage in Machine Learning

In contrast, ML represents a mathematically well-defined subfield of Al, characterized by mature
theoretical foundations and a wide range of real-world applications. When discussing the search
for quantum advantage, quantum machine learning naturally emerges as a promising target, since
it focuses on clearly formulated computational and data-driven tasks where quantum resources can
potentially deliver demonstrable algorithmic improvements.

Machine Learning is a subset of Artificial Intelligence (Al) whose core task is to find patterns from
data rather than being explicitly revealed with every rule. From early statistical methods to mod-

ern computational techniques, this quest has continually driven the development of new tools and
algorithms.

For example, long before the invention of digital computers, human beings strove to analyze ob-
servational data. One of the most known applied regimes falls into astronomy; here, scholars used
celestial records to infer models and laws. This tradition of pattern analysis laid the foundations
for key mathematical innovations during the Enlightenment, including methods for solving linear
equations (Newton-Gauss), learning optima via gradient descent (Newton), polynomial interpolation
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(Lagrange), and least-squares fitting (Laplace) [129].

Who? How?

Propose a geocentric model of the cosmos, with
complex epicycles to explain the retrograde
motions of the planets

Visual
Perception

Ancient

Ptolemy
Rome

Analyze the data of Copernicus and Brahe to
reveal that planets move in ellipses with the Sun
. atone focus of the ellipse. Math
Renaissance Kepler .
Formulation
Give rise to mathematical techniques, e.g., for

solving linear equations (Newton-Gauss).

Use machine learning algorithms to examine the

James ;
Modern Webb '} treasure trove of data fro.m the James Webb. Machi.ne
Telescope Space Telescope, changing our understanding of | Learning

the universe

Figure 57: Historical example: extracting patterns from astronomical observations.

In the modern era, this pursuit has naturally led us to the widely used machine learning (ML) methods,
particularly deep neural networks, to detect intricate and subtle patterns in large-scale datasets, as well
as allowing us to simulate sophisticated patterns at unprecedented scales.

Focus of This Chapter: Quantum Machine Learning

Quantum Machine Learning (QML) investigates how uniquely quantum features, such as superposi-
tion, entanglement, and interference, can be leveraged to enhance core ML tasks including pattern
recognition, optimization, and generative modeling.

Why many expect quantum to enhance classical ML

Quantum mechanics is well known to produce atypical patterns in data. Classical
machine learning methods such as deep neural networks frequently have the feature
that they can both recognize statistical patterns in data and produce data that possess
the same statistical patterns: they recognize the patterns that they produce.

This observation suggests the following hope. If small quantum information proces-
sors can produce statistical patterns that are computationally difficult for a classical
computer to produce, then perhaps they can also recognize patterns that are equally
difficult to recognize classically.

— Quantum Machine Learning by Biamonte et al. [129]

The integration of quantum components can be both interpreted broadly as inspiring new ML methods
via quantum theory, using ML to analyze quantum experiments, or more narrowly as machine learning
with or assisted by quantum computers [124]. The remainder of this chapter concentrates on the later,
namely on how quantum ingredients can enhance machine learning, both in the current NISQ era
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and in the future FTQC period. The structure and content of this chapter are inspired by the excellent
review article Quantum Machine Learning by Biamonte et al. [129] and [124].

Benchmark of quantum enhancement in machine learning

Often, the field asks whether quantum computers can improve learning tasks such as pattern recog-
nition or optimization compared to classical systems. In fact, the answer relies on a comprehensive
comparison based on a collection of benchmarks as illustrated below [124].

Benchmarking a “Better’” ML Model (Classical or Quantum)

Asymptotic runtime
Growth of computational cost with input size n (e.g., O(n) vs. O(n?)). Quantum goal: prov-
able slower growth of runtime based on quantum speedup or empirical improvement.

Energy efficiency
Energy consumption per training task. Quantum strength: at large scales, quantum devices
may exhibit more energy efficiency as depicted in [130].

Accuracy / loss
Task specific quality (e.g., confusion matrix, RMSE, log-loss). Quantum goal: better evalua-
tion metrics.

Generalization
A model generalizes well if it maintains high accuracy on unseen data

Training time
counting of iterations for the error/loss to converge. Quantum goal: faster convergence with
fewer epochs.

Expressivity
Capacity represent or approximate different kinds of patterns in data - a measure of the rich-
ness or flexibility of the model’s hypothesis space. Quantum goal: leverage entanglement to
capture structure with fewer parameters.

Model Scalability
Can increase model size (number of training parameters) without instability Quantum
strength: Quantum circuits can represent highly entangled functions with far fewer trainable
parameters

Expectation for QML: Aim for improvements in multiple criteria, not only speed.

How quantum hardware advancement can impact ML

Meanwhile, machine learning tasks can benefit from the advancement of quantum hardware via:

1. Scaling of logical qubits: The hardware roadmaps indicate that the community is transitioning
from today’s enforced hybrid classical-quantum models, limited by available resources, toward
pure quantum architectures capable of hosting entire learning pipelines. These new degrees
of freedom enable more components of classical ML models—such as data encoding, training
structures, and readout—to be replaced with quantum versions.

2. Improved fidelities and coherence: Higher gate fidelities and longer coherence times make it
realistic to explore variational circuits with depth exceeding 100 layers. This scale is sufficient
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to represent multi-layer quantum neural networks (QNNs) and to fully exploit gradient-based
optimizers.

Looking ahead, with the rapid development of both Al and quantum technologies, it will be fasci-
nating to explore how increasingly powerful quantum devices, particularly in the future FTQC era,
might contribute to advancing the ambitious goals of Artificial General Intelligence (AGI).

9.3. (Hybrid) Quantum Machine Learning - NISQ era

Here, we explore how quantum techniques can be integrated into conventional machine learning meth-
ods, examining their potential to enhance training performance, scalability, and expressive power.
These classical methods are not only well understood and widely deployed on classical hardware, but
they also provide natural entry points for incorporating quantum components in the NISQ era.

Unlike fault-tolerant quantum computers, current quantum devices are constrained by factors such as
noise, limited coherence times, and restricted qubit connectivity. Nevertheless, the quantum devices in
the current generation do in principle have the power to test the advantages of quantum computing, but
the constraints have a profound impact on quantum algorithmic design. The limited quantum resource
enforces users to strategically identify and replace selected segments of the classical machine learning
pipeline with quantum subroutines, thereby creating hybrid QML algorithms, a typical model is
illustrated in Figure [58].

Evaluation

e Q Model Configurati [ Trained HQML Models |
QC Frameworks t —
_ Eﬁggdﬁ‘;g Quantum Layer Variations Quantum Layer Variations 7
— |0.4) 7 - - i S
. —u(8,) — Entangling | Layers
0.1 i it Layers s
: )—L ey} :
I | : QuanhiN 489 | Baso 4,4,
- 1 andom el
|ﬂ.5)—|'-u(an) ] QResNet | 489 | stong | 546
|0.2)—I—uraa) i 4gpg | BasicEntangling &
Pooling Layers

allulall — =

Figure 58: Pipeline of hybrid QML algorithms, the green part indicates the insertion of quantum com-
ponent. [125]

9.3.1. Quantum Neural Network and Quantum Kernel Methods

The interaction of quantum computing and neural networks has increasingly converged on using
variational quantum circuits (VQCs) to learn data representations, rather than constructing direct
quantum analogues of classical neural networks. A typical QNN involves three key components:

* Data Encoding (Feature Mapping): Classical data x are first embedded into a quantum state
|¢(x)) using an encoding unitary Uy ). This can be achieved through various schemes such as:

— Angle encoding: classical features modulate single-qubit rotation angles (e.g., R, (z;)).
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— Basis encoding: binary strings map directly to computational basis states.

— Amplitude encoding: normalized data vectors define the amplitude distribution of a multi-
qubit state.

The choice of encoding determines the effective feature space in which the QNN operates.

* Parameterized Quantum Gates (Variational Layers): The encoded quantum state is pro-
cessed through a sequence of parameterized unitary operations Uy. These gates define the
trainable parameters 0 as well as how quantum entanglement are formed across qubits.

* Measurements (Readout and Loss Evaluation): After the parameterized evolution, specific
observables O are measured to extract classical information, e.g., a classical loss function £(8),
which guides parameter updates through optimization techniques such as the parameter-shift
rule or gradient-free methods.

Update Parameters (9)

4 = % [ Y ootimi
1 1 ;
191) — = — ﬂ:
U2(x) V2(0) ;
192) : E:
© T un Vo(®) | || E: Evaluate
[Gn) — : cost function
Feature map Variational - Classical model
. quantum circuit :
:_Quantum L d times|: Classical

Figure 59: Schematic representation of a variational quantum circuit (VQC). These quantum compo-
nents are coupled with a classical optimization routine, forming an iterative hybrid quan-
tum—classical learning loop [131]

As a result, quantum integration can expand to many popular classical NN architectures, such as:

* Quantum Convolutional Neural Networks (QCNNSs): use quantum filters and pooling opera-
tions to extract multi-scale features, making them particularly suitable for tasks such as quantum
state classification and phase recognition in condensed matter systems.

* Quantum Convolutional Neural Networks (QCNNSs): graphs are encoded into quantum state,
aiming to efficiently represent and learn graph structured data, such as molecular structures or
network topologies, within the Hilbert space.

* Quantum Variational Autoencoders (QVAEs): the latent space is represented by quantum
states, enabling compact data representations and the generation of complex distributions that
are difficult to model classically.

* Quantum Generative Adversarial Networks (QGAN): extend the GAN framework by imple-
menting the generator, discriminator, or both as VQCs, aiming to learn and reproduce complex
data structure more efficiently than classical GANS.
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Each of these models leverages parameterized quantum circuits to reproduce the core functionalities
of their classical counterparts while exploiting quantum effects such as superposition and entangle-
ment to achieve potentially superior expressivity and representation power.

A use case of quantum neural network

The published work “Molecular design with automated quantum computing-based deep learning and
optimization” (npj Computational Materials, 2023) [132] presents a hybrid quantum—classical frame-
work for molecular property prediction and inverse molecular design. The authors combine graph-
based molecular representations, deep learning, and quantum computing to accelerate the discovery
of molecules with desired chemical properties.

a) Compute molecular representation ( f). b) Obtain the conditional probability
distribution with energy-based learning
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Figure 60: Schematic description of automated quantum computing-based deep learning and opti-
mization to generate molecular target [132]

The method begins by encoding molecules as graphs and extracting neural fingerprints using a graph
convolutional network. These fingerprints are then used in a conditional energy-based model that
predicts molecular properties. Instead of relying solely on classical training, the model uses quantum
annealing to perform sampling and optimization within the energy landscape, effectively integrating
a quantum-assisted learning component.

For the inverse design task, the authors reformulate molecular generation as a quadratic unconstrained
binary optimization (QUBO) problem. This allows the use of a quantum annealer to search efficiently
for molecular structures that satisfy target property constraints. The framework iteratively refines the
generated molecules through quantum sampling and classical optimization.
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Results on benchmark datasets (e.g., ZINC) show that the quantum-assisted model improves both pre-
diction accuracy and molecular validity compared to purely classical baselines. It also demonstrates
faster convergence in subproblems and better exploration of chemical space. The study highlights
that even with today’s noisy quantum hardware, hybrid quantum-classical systems can offer practical
advantages in molecular design and optimization.
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Figure 61: Performance comparisons between quantum and classical approaches.

Kernel methods [134] solve non-linear problems by finding an optimal separating hyperplane, such
that all training examples of one class are found only on one side of the hyperplane. In particular,
it implicitly maps input data x € A into a high-dimensional feature space F through a mapping
¢ : X — F. Instead of computing ¢(x) explicitly, kernel methods rely on the kernel function

k<xi> Xj) = <¢(Xl)> ¢(Xj)>]:’

which measures the similarity between data points. This allows efficient training of models such as
the Support Vector Machine (SVM) without incurring the computational cost of explicit feature-space
evaluation.

Quantum advantage:

Quantum kernel methods exploit the exponential expressivity of Hilbert spaces spanned by quantum
states. A quantum feature map encodes classical data x into a quantum state |¢(x)), such that the
kernel is defined as

ka(xi,%;) = [(0(x:) |0 (),

which can be estimated efficiently on a quantum computer.

Moreover, a quantum support vector machine (QSVM) can also leverage the full potential of quantum
Basic Linear Algebra Subroutines (QBLAS) — most notably through the Harrow—Hassidim—Lloyd
(HHL) algorithm, which is demonstrated in Section [9.4]. All operations required to construct the
optimal separating hyperplane, as well as to determine on which side of the hyperplane a test vector
lies, can in principle be executed in time polynomial in log N, where N denotes the dimension of
the matrix used to prepare the quantum representation of the hyperplane vector. For example, this
approach has been experimentally demonstrated on a nuclear magnetic resonance (NMR) quantum
testbed for a handwritten digit recognition task [135].
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FIG. 2. (Color online) The schematic diagram of the quantum SVM. An ancillary qubit is added here to readout the classification
result. The auxiliary registers for matrix inversion are not shown here.
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Figure 62: Schematic workflow of quantum support vector machine for a handwritten digit recogni-
tion task [135]
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Figure 63: The recognition results are indicated by the orientation of the labeled peak in *C spectrum,
which classifies the incoming hand-written character correspondingly [135]

9.3.2. Other interesting quantum machine learning methods

Quantum Neural Networks (QNNs) and Quantum Kernel methods form the backbone of many mod-
ern quantum machine learning approaches. Meanwhile, other quantum learning methods, such as
quantum principal component analysis, quantum transformer, are tailored for more specific applica-
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tions. For completeness, we briefly summarize these alternative methods below.

Principal component analysis is a dimensionality reduction technique that transforms a large set of
correlated variables into a smaller set of uncorrelated variables called principal components. These
components capture the directions of maximum variance in the data, allowing one to simplify datasets
while preserving most of the original information from high-dimensional patterns.

Classical algorithms for performing PCA scale as O(d?) in terms of computational complexity and
query complexity. In 2014, Lloyd, Mohseni, and Rebentros proposed the quantum principal compo-
nent analysis (QPCA) algorithm and published their findings in Nature Physics [127]. Here, one uses
a quantum random access memory (QRAM) [133] to map a random vector v; into a quantum state,
such that after repeatedly sampling the data, the density matrix for the quantum version of the data
actually is the covariance matrix, up to an overall factor. The probing of principal components scales
as O((log d)?) in both computational complexity and query complexity, which leads to exponentially
more efficient than classical PCA.

Much of the recent Al revolution is due to the transformer architecture, introduced in the “Atten-
tion Is All You Need” paper by Google researchers [138]. The classical transformer has obtained
many achievements in learning a context-rich representation for a given input sequence, as well as
generating new sequences by predicting the next parts of some sequence.

Quantum feed-forward network with an activation function
—b[ Layer Norm ] o and an input vector ¢
d
| Y (Ma - oty - ), )
y k=1
[ Feed-Forward Network ]
Quantum residual connection with layer normalization for
the j-th token
d
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Figure 64: The decoder layer of classical transformer alongside the quantum analogs, adapted from
Guo et al. (2024).

Quantum-based attention for transformers, however, are still in their infancy. The motivation for
creating a quantum transformer is to reduce the complexity of the self-attention mechanism, which is
the bottleneck of the architecture. The traditional classical self-attention mechanism scales O(n?d)
for sequence length n and embedding dimension d [137]. In this direction of efforts, Quantinuum
released an open-source model, Quixer [136], which scales O(log(nd)) in the number of qubits and
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O(nlog(d)) in the number of gates. In contemporary transformer applications, sequence length n is
often much larger than the embedding d which makes the logarithmic scaling in the number of qubits
with respect to n a promising look into the future of transformers.

Within the industrial application, taking the realm of biochemistry and drug discovery for exam-
ple, transformer encoders have been developed to extract feature vectors from SMILES strings to be
used for downstream predictive tasks, and transformer decoders have been used to generate SMILES
strings with prespecified characteristics [142—144].

9.4. Quantum algorithms as subroutine of QML - Fault tolerent era
9.4.1. An introduction to the HHL Algorithm

Recent work has produced quantum algorithms that can serve as building blocks for machine-learning
workflows, for example, the HHL algorithm, a quantum method for solving linear systems, introduced
by Harrow, Hassidim, and Lloyd [126].

HHL in a nutshull

A pioneering quantum routine for solving linear systems of equations of the form Az = b.

Ideals

1. Quantizes the problem by expressing the vector b € CV as a quantum |b) over log, N qubits
and the vector x as a quantum state |z).

2. Solve the equation Az = b by multiplying both sides by A=, the HHL algorithm allows one to
construct a quantum state proportional to A~th.

Scaling O[(log NV)?] quantum steps to output |x), compared with the O(N log N) steps needed to
find x using the best known classical method.

Caveats.

* Information extraction: The output provides access mainly to certain features of the data, such
as moments of z or expectation values (z|B|z) for sparse matrices B.

* Input preparation: The input vector b must be prepared either on a quantum computer or using
gRAM, which may be expensive.

* Matrix simulation: The matrix A must be well-conditioned must be possible to simulate e =4

efficiently.

.

Although HHL scales theoretically as O[(log N)?|, realistic resource estimates remain prohibitively
large. The current hardware noise and software overhead keep implementations above acceptable
error thresholds. Thus, the exponential speedup applies only to restricted classes of linear systems,
such that executing HHL at scale remains difficult today. Realizing such algorithms fault-tolerantly
is therefore a key milestone for the FTQC era.

9.4.2. HHL: the backbone to many QML tasks

Many machine learning models rely on solving linear equations, a computationally intensive task that
often dominates the overall runtime due to the polynomial scaling of complexity with matrix size.
The HHL algorithm provides a breakthrough by reducing runtime complexity to poly-logarithmic
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scaling with matrix size, which is highly significant for ML, where datasets frequently reach sizes in
the millions or even billions. Notable examples include quantum principal component analysis [127],
quantum support vector machines [128] and quantum-assisted Gaussian process regression [139].

A project to assess HHL-assisted QML for FTQC

In the published work [140], researchers have investigated the potential of HHL-based quantum sup-
port vector machine algorithm to the pairwise classification problem. Pairwise classification predicts
arelation between two entities (e.g., link prediction, chemical interaction). A common classical solver
is based on the mapping via the Kronecker (tensor) kernel, but solving the resulting systems is costly
classically.

Classical Setups. Given training pairs {((u;, v;), y;)}7, and the Kronecker kernel over pairs K, the
least-squares SVM (LS-SVM) training solves a linear system

{(1) K@i M] [cﬂ - m

where A > 0 is a regularizer and « are dual weights.
HHL-assisted quantum linear systems solver

1. State preparation: Encode the right-hand side (labels) and prepare block-encodings or oracles
for K so that K, can be accessed implicitly via tensor products.

2. Linear solve: Use HHL-style quantum linear solvers to obtain a quantum state proportional to
(Kg + M)~ 'y (within precision ¢).

3. Prediction: For a query pair (u, v), estimate f(u,v) = b+, o Kg((u,v), (u;, v;)) via inner-
product estimation (swap test or related routines), followed by a sign/threshold decision.

Conclusion
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Figure 65: The accuracy of the quantum model is sensitive to the value of v while that of the classical
model is insensitive (here larger  penalizes errors more, fitting the data more tightly)

The QSVM can deliver accuracy comparable to classical algorithms while seems sensitive to . The
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authors supposed that this phenomenon is caused by the limitations on the representation of the eigen-
values in quantum SVM. Eigenvalues are precisely calculated in the classical model, but not neces-
sarily in quantum SVM.

The main purpose of the experiment with small data and the quantum simulator is to confirm imple-
mentability. The advantage of the quantum method will become apparent when we apply the method
to large data with a real quantum device in the future [140].

9.4.3. Other milestone in FTQC-based QML algorithms

Another milestone for FTQC-era QML is quantum singular value transformation (QSVT), introduced
by Gilyén et al. [141]. QSVT performs polynomial transformations of the singular values of a linear
operator embedded in a unitary, providing a unifying framework that contains amplitude amplifica-
tion, quantum linear-system solvers, and quantum simulation. Compared with HHL for linear equa-
tions, QSVT achieves better scaling factors, making it a more efficient and versatile tool for QML
applications.

9.5. A specific project under EuroHPC JU - LUMI Al Quantum

From binary computing to quantum Al

6.6.2025

S
B

Figure 66: From binary computing to quantum Al. Source: Mikael Johansson Manager of Quantum
Technologies CSC — IT Center for Science Ltd, Finland

From a quantum Al perspective, VLQ, the quantum computer of the LUMI-Q consortium located in
Ostrava, Czechia, is especially exciting. It is based on a novel “star-shape” layout of the QPU. This
design is ideal for creating so-called entangled states. The weirdness of entanglement led Einstein to
call it “spooky action at a distance” — in the case of quantum Al, it forms the basis for outperforming
purely classical methods.
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The happy marriage of quantum and Al is further ensured by the EuroHPC JU Al Factories initiative
[145]. Alongside VLQ and other EuroHPC platforms such as EuroQCS-Spain, EuroQCS-Italy and
MeluXina-Q, the experimental platform of the LUMI Al Factory [146], LUMI-IQ, will provide a
world-leading HPC+AI+QC platform for European end-users in both academia and industry. Through
EuroHPC, the entire European RDI community can thus soon get their hands dirty, digging into the
promise of quantum-enhanced Al.
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Appendix

This appendix collects a range of supplementary materials and references that complement the main
body of this report. It provides an overview of relevant quantum initiatives in Denmark supported
by DeiC quantum department, as well as practical information about Quantum Backoffice services,
available funding programs and calls, and selected educational activities such as quantum summer
school. Together, these resources aim to support researchers and stakeholders who wish to engage
more deeply with the growing Danish quantum ecosystem.

A. Help Desk & Service - DeiC Quantum

As part of Denmark’s national quantum strategy, DeiC has received dedicated funding from the gov-
ernment’s Research Reserve: DKK 50 million (2023), DKK 40 million (2024), and DKK 40 million
(2025). These resources are used to enhance the national digital research infrastructure, with focus
on the following initiatives:

* Q-Competence: Building national quantum skills and training programs.
* Q-Algorithm: Supporting the development of quantum software and algorithms.

* Q-Access: Providing user access to quantum computing resources, including through cloud
and HPC integration.

* Q-Net (EuroQCI): Participation in the European Quantum Communication Infrastructure ini-
tiative, enabling secure quantum networks across Europe.

A.1. Regular Online Office Hour

Currently, DeiC’s quantum department holds weekly office hours on Thursdays from 1:00-2:00 PM
(CET) via Zoom. Please join the meeting using: Zoom link for weekly office hour

A.2. Backoffice - Consulting Service

DeiC’s Quantum Back Office portal provides centralized support for quantum computing activities in
Denmark. Through this portal, users can:
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https://dtudk.zoom.us/j/69453107857?pwd=4fFpGo3WF5HlPhjAAUD952kBdP9dNn.1#success
https://deic-backoffice.atlassian.net/servicedesk/customer/portal/3

Quantum Back Office

Welcome! You can raise a request for Quantum Back Office using the options provided.

What can we help you with?

g Using the below form, you can apply for a quota to use Microsoft Azure Quantum.

K

For general inquires or feedback that does not fall under one of the other categories.

For questions regarding previous, current, and future calls for access to quantum hardware.

Fill out the Form below to consult with experts in quantum computing from DeiC.

Figure 67: Users can raise a request for Quantum Back Office using the options provided.

A.3. Q-Access Roadshow

The roadshow is designed for both quantum researchers and general audiences interested in learning
more about how to access quantum computers and explore potential applications.

In collaboration with the five Danish Quantum Hubs, DeiC invites everyone interested in learning
about quantum access—whether you wish to start working with quantum computing yourself, gain
additional resources, or simply be informed in order to guide colleagues and collaborators.

Slides from the previous roadshow can be found here: Q-Access Roadshow slides.

DeiC

Europe takes a quantum leap: LUMI-Q consortium signs contract to blish quantum compi in the Czech Republi
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https://www.deic.dk/sites/default/files/Q-Access%20Roadshow%20-%20Generic.pdf

DeiC is also planning to hold the second round of the roadshow in October 2025.

B. Grants and Funding

As a researcher at a Danish university, one has various options to engage in developing the national
quantum infrastructure landscape. As part of the implementation of the national quantum strategy,
DeiC is facilitating specific areas with programs and funding including development of the next gen-
eration of algorithms and software related to future quantum computers and quantum simulator.
E-Grant Application Form Guide

E-Grant Application

All programs and funding are open to researchers in traditional STEM fields and to researchers in
other fields such as health sciences, social sciences, and humanities. We also welcome interdisci-
plinary applications.

All calls are in free and open competition.

Below we list previous calls, which readers can consult for detailed descriptions and requirements:

Call opens: March 12, 2025
Call closes: April 30, 2025
Full Call Description

Bid Proposal Template

Call opens: March 7, 2024

Call closes: April 1, 2025

Full Call Description

Budget Instructions for Postdoc Applications

Call opens: November 7, 2024
Call closes: January 7, 2025
Full Call Description

Call opens: November 7, 2024
Call closes: January 7, 2025
Full Call Description
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https://www.deic.dk/sites/default/files/documents/PDF/E-resource%20Application%20Guide%20v%201.3.pdf
https://login.e-grant.dk/?wa=wsignin1.0&wtrealm=urn%3aTilskudsPortal&wctx=https%3a%2f%2fwww.e-grant.dk%2f_layouts%2f15%2fAuthenticate.aspx%3fSource%3dhttps%3a%2f%2fwww.e-grant.dk%2f
https://www.deic.dk/sites/default/files/documents/PDF/Call_DeiC_NCB-QC_2025.pdf
https://www.deic.dk/sites/default/files/documents/DOC/Bid-proposal_template_DeiC_NCB-QC_2025.docx
https://www.deic.dk/sites/default/files/Genopslag%20Post%20doc.%20fora%CC%8Ar%202025.%20DCAA%20Postdoc%20Scholarship%20on%20Quantum%20Algorithms%20or%20Quantum%20Software%20.pdf
https://www.deic.dk/sites/default/files/Copy%20of%20Budget%20Instructions%20-%20DeiC%20-%20Danish%20Quantum%20Algorithm%20Academy%20-%20Postdoc%20applications.xlsx
https://www.deic.dk/sites/default/files/Phd.%20efter%C3%A5r.%20Call_DeiC%20PhD%20Fellowship%20on%20Quantum%20Algorithms%20or%20Quantum%20Software%20Stacks.pdf
https://www.deic.dk/sites/default/files/Erhvervs%20Phd.%20efter%C3%A5r.%20Call_DeiC%20PhD%20Fellowship%20on%20Quantum%20Algorithms%20or%20Quantum%20Software%20Stacks.pdf

Call opens: November 7, 2024
Call closes: January 7, 2025
Full Call Description

Call opens: November 15, 2024
Call closes: January 6, 2025
Full Call Description
Application Template

For a complete and updated list of opportunities, please visit the DeiC webpage

C. Additional Quantum Initiatives

C.1. Q-Competence

This national competence-building initiative is carried out in alignment with competence-building ac-
tivities in the EU and related national activities. The initiative aims to disseminate skills and increase
understanding of the potential and risks of quantum technology among researchers and businesses.
It will target a broad audience and ensure a better understanding of the possibilities and relevance of
quantum infrastructure for society.

DeiC will ensure synergy with the activities in the existing EuroCC2 project and engage in collab-
oration and partnerships with relevant national actors. Therefore, DeiC has created “The National
Competence Board for Quantum Computing* (NCB-QC). The board will invite bidders to prepare
defined courses, other educational activities and related training material. Find the terms of reference
for the Q-Competence working group here.

* Vice Dean Brian Vinter (AU) — Chairperson

* AAU: Associate Professor Rolf Lyhneborg Lund

* SDU: Professor Jgrgen Ellegaard Andersen

* KU: Associate Professor James Emil Avery

* DTU: Senior Researcher Mikkel Heuck

¢ Alexandra Instituttet: CSO Martin Mgller

* DIREC: Director Thomas Riisgaard Hansen

* DeiC: Project Leader Dennis Lange Wollbrink

* DeiC: Quantum Consultant Maria Tammelin Gleerup
* DeiC: Head of Quantum Henrik Navntoft Sgnderskov
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https://www.deic.dk/sites/default/files/Erhvervs%20Post%20doc.%20efter%C3%A5r%202024.%20Call_DeiC%20Postdoc%20Scholarship%20on%20Quantum%20Algorithms%20or%20Quantum%20Software.pdf
https://www.deic.dk/sites/default/files/Call_DeiC_Q-Access_2024.pdf
https://www.deic.dk/sites/default/files/Application_template_DeiC_Q-Access_2024_final.docx
https://www.deic.dk/en/quantum-technology/grants-and-funding
https://www.deic.dk/sites/default/files/documents/PDF/Kommisorium%20for%20arbejdsgruppe%20omkring%20kompetence%20-%20Q-competence%5B15%5D.pdf

C.2. Q-Algorithm

The Danish Quantum Algorithm Academy (DQAA) is set up to boost Denmark’s work in developing
and testing quantum algorithms and the associated software stack. The Academy supports national
efforts by offering scholarships for PhD students and postdoctoral researchers, aiming to establish a
strong and internationally competitive community around quantum algorithms and related software
libraries. In addition, the Academy organises events like workshops, meetings, and guest lectures
to foster collaboration and progress in the field, while also building an alumni network to keep past
participants engaged.

Working within DeiC’s broader quantum programme, the DQA Academy represents the Q-Algorithm
branch, partnering with DeiC’s Q-Access and Q-Competence initiatives to connect to the broader
Danish quantum ecosystem. The Academy Council, with members from each Danish university,
oversees the Academy’s activities, including the allocation of scholarships and other projects like
summer schools, exchange visits, and alumni events. The Council, alongside an expert committee
appointed by DeiC, sets criteria for awarding scholarships and evaluates applications.

See Frequently Asked Questions about DQAA scholarships here.

C.3. Q-Net

Denmark participates in the European EuroQCI project, which supports secure data communications
based on quantum technology. The Danish project is called QCI.dk and is led by Lecturer Tobias
Gehring from DTU Physics. In addition, DTU Photonics, SDU, AAU, KU, the Ministry of Industry,
Business, and Financial Affairs, the Ministry of Defence, the Ministry of Foreign Affairs, the Agency
for Science and Higher Education, Sparrow Quantum ApS, and of course DeiC are participating.
DeiC’s role will primarily be to establish and operate the necessary fiber links and possibly also to
host some of the repeater stations.

Read more about the EuroQCI project.

Read more about DeiC’s participation in the project.

C.4. Niels Bohr Summer School

Quantum Summer School is a new, international initiative and a concrete implementation of the Gov-
ernment’s Quantum Strategy from 2023. The goal is to attract top talents within quantum technology
to Denmark. The summer school is organized by the Danish e-Infrastructure Consortium (DeiC) in
collaboration with Danish universities and Innovation Centre Denmark.

This is a unique opportunity to connect with like-minded peers and industry leaders, expanding your
professional network across borders and professional paths.

The summer school starts in Copenhagen in 2025, and in the coming years will move on to the
University of Southern Denmark, the Technical University of Denmark and Aalborg University in
that order. See the more details of the program organized in 2025 here.
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https://www.deic.dk/en/q-algorithm
https://digital-strategy.ec.europa.eu/da/policies/european-quantum-communication-infrastructure-euroqci
https://www.deic.dk/en/news/2024-2-19/deic-participates-in-a-project-on-quantum-communication
https://www.deic.dk/sites/default/files/nielsbohrquantumsummerschool.pdf

Inspiration to shape the future

Niels Bohr 11 -/22 August 2025

Quant um University of Copenhagen

Summer School Niels Bohr ‘Institute

Figure 68: The first round of Niels Bohr Quantum Summer School

About the Programme

Participants dive into topics such as:
* quantum information
* quantum computing theory
* quantum systems

* quantum & Al

Who Can Attend?

Ph.D. students in physics, mathematics, chemistry, computer science, or related fields with founda-
tional knowledge of quantum mechanics who wish to deepen their understanding. A high proficiency
in English is required.

Enrollment aims at 35 Danish and 35 international students. Among international applicants, prior-
ity is given to students from the USA, Israel, South Korea, and Germany (countries highlighted in the
Danish National Quantum Strategy and hosting Danish Innovation Centres). Applicants from other
countries mentioned in the strategy are considered next, followed by students from the EU or Nordic
countries.
Important Dates (2025)

* 10 August: Arrival day

* 11 August: Summer school starts at 10:00 (Jagtvej 132)

e 21 August: QCopenhagen — industry event in connection with the summer school: Q Copen-
hagen (industry event)

e 22 August: Summer school ends
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